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Foreword

The Working Party on Multi-scale Modelling of Fuels and Structural Materials for Nuclear Systems (WPMM) has been established, under the auspices of the NEA Nuclear Science Committee (NSC), to review multi-scale models and simulations as validated predictive tools for fuels and structural materials needed in the design of nuclear systems, for fuel fabrication and for understanding performance. The WPMM’s objective is to promote the exchange of information on theoretical and computational methods, experimental validation, and other topics related to modelling and simulation of nuclear materials.

The Expert Group on Multi-scale Modelling of Fuels was established in 2009 to document the development of multi-scale modelling approaches for fuels in support of current fuel optimisation programmes and innovative fuel designs. This expert group aims to assess international multi-scale modelling approaches devoted to nuclear fuels from the atomic to the macroscopic scale, and to identify the most relevant experimental data or experimental characterisation techniques that are still needed for validation of fuel multi-scale models.

This report lays out the different classes of phenomena relevant to nuclear fuel behaviour, describes the techniques used to obtain material properties necessary for describing the phenomena and their assessment, and finally covers details relative to the principles and limits behind each modelling/computational technique.
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Executive summary

T.M. Besmann
University of South Carolina, US

This report on Multi-Scale Modelling of Nuclear Fuel is one of a set of state-of-the-art reports on multi-scale modelling of fuels and structural materials commissioned by the Nuclear Science Committee (NSC) and its Working Party on Multi-Scale Modelling of Fuels and Structural Materials for Nuclear Systems (WPMM) of the Nuclear Energy Agency (NEA). The overall objective of the WPMM is to promote the exchange of information on models and simulations of nuclear materials including theoretical and computational methods, experimental validation, and related topics. To this end, the current report was developed through the contributions of an international expert group dedicated to a broad range of topics on multi-scale modelling of fuels, as well as to components on integration and validation. Ultimately, multi-scale modelling of fuel is seen as allowing a fuller understanding of fuel behaviour, including behaviour under irradiation, and as providing computational components for fuel performance codes for the development of advanced fuel systems, for the prediction of in-reactor performance and for the support of regulatory activity.

Multi-scale modelling implies the generation of models for fuel from the atomic scale, through the mesoscale, to the macroscopic scale. The figure below represents the enormous breadth of both time and length that needs to be considered to accommodate all phenomena. In addition, lower scale processes affect higher scale properties/behaviour, and in some cases the reverse can be true. Thus, any true simulation of fuel behaviour that is more than empirically based must allow for coupling among phenomena and across scales within fuel performance codes. For example, irradiation-induced defects can affect thermal conductivity, which, in turn, influences the thermal gradient in an oxide fuel pellet. This directly impacts concerns such as centreline temperature, and thus the margins for fuel melting, and grain growth, which, in turn, influences conductivity and fission product release. In addition, melting temperature is dependent on composition, atomic scale defects and microstructure. It is, therefore, apparent that behaviour is also dependent on various phenomena occurring across time and length scales, and can interact in a complex manner.

At the lowest scales of time and length it is necessary to develop quantitative representations of phenomena such as radiation-induced atomic displacements that disrupt crystal structures, electronic excitations that influence chemical bonding, and atomic-scale transport properties. Time intervals are of the order of picoseconds and lengths of the order of nanometers. Atomic transport properties govern a large range
of nuclear fuel properties, from controlling microstructure resulting from fabrication conditions to behaviour under irradiation. These affect grain growth, oxidation, fission product release, and gas bubble nucleation. Modelling approaches include static atomistic calculations, in which the migration mechanism is fixed and the corresponding migration energy barrier is calculated or molecular dynamics calculations and mesoscale rate theory models, for which the time evolution of the system is explicitly calculated. One challenge is to improve the coupling of phenomena for fission gas transport, which includes behaviour at both the atomic and the mesoscale. The study of radiation damage and atomic transport properties in nuclear fuels would also benefit from efficient accelerated dynamics schemes to access fuel evolution during longer timescales, and the application of \textit{ab initio} molecular dynamics to actinide compounds.

Figure 1. Schematic representation of the scales/phenomena of effects spanning the thermomechanical, physical and chemical evolution of nuclear fuels from the atomic to the pellet and rod.

Electronic structure calculations are based on quantum theory, require little prior knowledge and make use of very few adjustable parameters, yet they play a crucial role in the multi-scale modelling of materials. Not only do they enable one to accurately determine physical and chemical properties of materials, they also provide data for the adjustment of parameters (or potentials) at higher-scales, such as for classical molecular dynamics, kinetic Monte Carlo, cluster dynamics, etc. Most of the properties of a solid depend on the behaviour of its electrons, and in order to model or predict that behaviour it is necessary to have an accurate method for computing electronic structure. An increasingly accurate and useful methodology is density functional theory (DFT). DFT has been successfully applied to the determination of structural or dynamical properties (lattice structure, charge density, magnetisation, phonon spectra, etc.) of a wide variety of solids. The limitations of DFT in treating strong 5f
correlations are one of the main issues for DFT modelling of nuclear fuels. Various methods exist, however, to treat such strongly correlated materials better.

Classical molecular dynamics simulations use forces calculated from empirical potentials. They are well suited for studying primary damage production by irradiation, defect interactions with fission gas atoms, gas bubble nucleation, grain boundary influences on defect and gas bubble evolution, and the resulting changes in thermomechanical properties. This can enable insights into fundamental mechanisms governing the behaviour of nuclear fuel, as well as parameters that can be used as inputs for mesoscale models. The interaction potentials used for the force calculations are generated by fitting properties of interest to experimental data and electronic structure calculations. One of the current challenges is the need to refine the existing potentials to provide a better representation of the performance of polycrystalline fuel under a variety of operating conditions, develop models that are equipped to handle deviations from stoichiometry, and validate the models and assumptions used.

Atomic scale methods provide fundamental information to the higher scales. It is, therefore, essential to know the accuracy of the results computed at this scale to have confidence in their application within higher scale models. A specific assessment of electronic structure and empirical potentials for the description of nuclear fuel under irradiation has been performed within the WPMM Expert Group dedicated to Validation and Benchmarking of Methods (VBM), and is contained in this report. It has revealed that the numerous studies performed on UO₂ prove that the DFT+U method and current empirical potentials provide a good description of the properties of bulk UO₂. In addition, encouraging agreement is observed between modelling results and the experimental data for defect formation energies, oxygen self-diffusion and atomic diffusion of xenon in UO₂. The comparison between calculated and experimental results on the behaviour of defects and fission products, however, is extremely difficult since it requires a detailed knowledge of experimental conditions and involves additional models. Thus, a comparison should not be used for validation rather the results should be used to help in the interpretation of the experimental results and in the determination of elementary mechanisms. The assessment of formation, incorporation and migration energies should be performed through comparison with more precise approximations.

Two techniques that straddle the gap between the atomic scale and the mesoscale are rate theory and dislocation dynamics. Cluster dynamics, which is a particular application of mesoscopic rate theory, has been applied to investigating fuel behaviour under irradiation. The method simulates the evolution of the concentration of every type of point or aggregated defect in a grain of material. It produces rich information that sheds light on the mechanisms involved in microstructure evolution and gas behaviour that are not accessible through conventional models, yet can provide for improvements in those models. Cluster dynamics parameters are largely the energetic values governing basic evolution mechanisms in the material (diffusion, trapping and thermal resolution). In this sense, the model has general applicability to very different situations (irradiation, ion-beam implantation, annealing) provided they rely on the same basic mechanisms, without requiring additional data fitting as would be necessary for more empirical models. For use with more complex systems, a better knowledge of the real defects present in the material as a function of stoichiometry is needed, so that
the simplifying assumptions of self-defects being equivalent to Schottky or anti-Schottky is better justified or improved. Indeed, in the near future it can be expected that basic data will be routinely available from either atomistic calculations or dedicated experiments.

Dislocation-dynamics (DD) models the evolution of material plastic properties as a function of the microstructural transformation predicted at the atomic scale. Indeed, it is the only simulation method capable of taking into account the collective behaviour of a large number of dislocations inside a realistic microstructure. DD simulations are based on the elastic dislocation theory following rules inherent to the dislocation core structure, often called “local rules”. All the data necessary to establish the local rules for DD have to come directly from experiments or from simulations carried out at the atomic scale such as molecular dynamics or \textit{ab initio} calculations. However, no precise information on the interaction between two dislocations or between dislocations and defects induced by irradiation are available for nuclear fuels, which presents a future goal for the application of this approach.

At the mesoscale or microstructure scale, the key phenomena are thermal and chemical transport, grain growth/evolution, thermochemical equilibria, and chemical interactions. In nuclear fuels, thermal transport is a key performance metric that affects not only the power output, but is also an important consideration in potential accident scenarios. While a largely mesoscale phenomenon, it in fact is also influenced by atomistic processes. Yet, for example, a fundamental understanding of the interplay between microstructure and thermal conductivity of irradiated uranium dioxide fuel is still lacking. Being computational in nature, modelling approaches to thermal transport can, at least in principle, describe in detail virtually all mechanisms at the atomistic level. They permit the coupling of the atomistic-level simulations to mesoscale continuum theory and thus enable the capture of the impact on thermal transport of microstructural evolution. A key challenge at the atomistic level is the absence of an interatomic potential that reliably reproduces the relevant phonon effects. Another is properly accounting for scattering due to large extended defects caused by irradiation. At the mesoscale, a problem that has yet to be solved is phonon transport across a microstructure ensemble.

While debatably either an atomistic or mesoscale phenomenon, the chemistry of nuclear fuel is treated as mesoscale as its influences are revealed at that scale. Chemical composition changes with time are due to the formation of fission products and depend on the temperature history within the fuel pellet and the clad during operation. The oxidation of zircaloy and its variants from reaction with uranium fuel or coolant under high-temperature conditions are some of the most obvious effects. Large thermal gradients between the centre and the periphery of the pellet can induce radial redistribution of the fuel constituents, particularly in metal and oxide fast reactor fuels. The fuel pellet can react with the clad by different corrosion processes, which can involve actinide and/or fission product transport via gas, liquid and/or solid phases. One of the main challenges for modelling chemical interactions is the limited number of migrating constituents that are currently considered in codes. Fuel-cladding chemical interaction is a key issue for oxide and metallic fuels, yet mechanisms are not well understood, particularly for oxide fuels, and thus need further elucidation both from experiment and modelling.
Computational thermodynamics, also known as the Calphad method, is a standard tool in industry for the development of materials and improving processes and there is intense scientific development of new models and databases. The calculations are based on thermodynamic models of the Gibbs energy for each phase as a function of temperature, pressure and constitution. Model parameters are stored in databases that are developed in international scientific collaborations. In this way, consistent and reliable data for many properties such as heat capacity, chemical potential, solubility, etc. can be obtained for multi-component systems. Computational thermodynamics has historically been central to understanding nuclear fuel chemical behaviour, both under operating and accident conditions. Currently, there are substantial efforts to both advance the thermochemical models and develop accurate thermodynamic databases. Thermochemical phase determinations and activity calculations are most recently being included in advanced fuel performance codes, such as MOOSE-BISON-MARMOT and ALCYONE-ANGE.

Nuclear fuels are subjected to high levels of radiation damage mainly due to the slowing of fission fragments, which results in substantial modifications to the initial fuel microstructure. Microstructure changes alter practically all engineering fuel properties such as atomic transport or thermomechanical properties, so understanding these changes is essential to predicting the performance of fuel elements. Firmly within the mesoscale is the phase-field technique, which is an efficient simulation approach for modelling microstructural evolution. A distinct advantage of the technique is that there is no need to explicitly track the complex evolution of interfaces, such as grain boundaries or bubble surfaces. In the phase-field method, the individual phases and their crystallographic variants are described by a set of non-conserved order parameters. It has proven to be well suited to nuclear fuel microstructure evolution due to the ease with which various physical phenomena can be coupled to account for the impact of the large stress and temperature gradients present. A number of barriers to phase field informing the mesoscale to macroscale must still be overcome. First, several material properties and mechanisms that occur within the fuel are either not well understood or are unknown. Therefore, small-scale experiments and atomistic simulations are required to fill this gap. Second, the mesoscale models have not been well validated due to the difficulty in obtaining mesoscale data under reactor conditions. Thus, detailed separate effects experiments are needed to obtain data for validation. Finally, large time and length scales are needed to model the complex polycrystalline behaviour that takes place within the fuel and the clad.

The Potts kinetic Monte Carlo (kMC) model is a method that enables the simulation of various microstructural features in nuclear fuels during irradiation. For example, swelling or the aggregation of vacancies to form voids is observed in many materials including some fuel rod claddings. The production of extra atoms by fission in nuclear fuel can also strain the lattice leading to swelling, albeit to a lesser extent. Nuclear fuels also swell due to precipitation of fission gas (primarily Xe and Kr) into nanosized intragranular and submicron intergranular bubbles. The creation of extra atoms by fission or transmutation of atoms alters the chemistry of the fuel and results in microstructural evolution that is unique to nuclear materials. Another feature that is unique to some is a large temperature gradient present that can lead to variable microstructural evolution in regions and segregation of components. Finally, radiation-
induced segregation of constituents in two or more component materials can occur. The kMC tool is a statistical-mechanical model that populates a lattice with an ensemble of discrete particles to represent and evolve the microstructure, and thus lends itself to modelling fuel microstructural evolution. The particles in the Potts kMC model represent a discrete quantity of material that is much larger than an atom, thus all atomistic information about the material system is aggregated into mesoscale model parameters. In kMC, the particles evolve in a variety of ways to simulate microstructural changes due to short- and long-range diffusive processes. kMC methods have proven themselves to be versatile, robust and capable of simulating various microstructural evolution processes such as grain growth. Continued model development of kMC has taken the form of developing hybrid approaches that couple multiple materials physics that kMC alone cannot inherently treat.

At the macroscale, nuclear fuel encounters severe thermomechanical environments and responds through fuel deformation: creep, swelling, cracking, and pellet-clad interaction. Its mechanical response is profoundly influenced by the underlying heterogeneous microstructure, as well as inherently dependent on the temperature and stress level history. The ability to adequately elucidate the associated macroscopic behaviour in such extreme environments is crucial for predicting both performance and transient fuel mechanical response. There is an obvious need for a multi-physics and multi-scale approach to develop a fundamental understanding of properties of complex nuclear fuel materials. The development of such advanced multi-scale mechanistic frameworks should include either an explicit (domain decomposition, homogenisation,...) or implicit (scaling laws, hand-shaking, etc.) linkage between the different time and length scales involved, in order to accurately predict thermomechanical responses for a wide range of operating conditions and fuel types.

Peridynamics, a nonlocal extension of continuum mechanics, is a natural framework for capturing constitutive response, and modelling pervasive material failure and fracture. Unlike classical approaches incorporating partial derivatives, the peridynamic governing equations utilise integral expressions that remain valid in the presence of discontinuities such as cracks. The mathematical theory of peridynamics unifies the mechanics of continuous media, cracks, and discrete particles. The result is a consistent framework for capturing a wide range of constitutive responses, including inelasticity, in combination with robust material failure laws. Peridynamic modelling of nuclear fuels, however, will require the resolution of several open questions. The selection and calibration of peridynamic constitutive models and bond-failure laws for specific fuel materials must be addressed. In addition, while peridynamics has been applied to thermal-mechanical phenomena and to coupled mechanics-diffusion scenarios, the application of peridynamics within the multi-physics environments affecting nuclear fuels remains an open area of research.

The modelling of fuel viscoplastic behaviour is at the macroscale as well, where so-called micromechanical (also termed homogenisation) approaches are used. These aim at deriving effective properties of heterogeneous material from the properties of their constituents. They utilise full-field computations of representative volume elements of microstructures as well as mean-field semi-analytical models. For light water reactor fuels, these approaches have been applied to the modelling of the effect of two microstructural parameters: the porosity effects on the thermal creep of UO₂ fuels
(transient conditions of irradiation) and the effect of plutonium content on the viscoplastic behaviour (nominal conditions of irradiation) in mixed oxide fuels. A challenge for modelling the viscoplastic behaviour of oxide fuels lies in representing the strongly coupled mechanisms of void diffusion and grain boundary sliding. More generally, there is a challenge of modelling the effect of irradiation on the mechanisms of intragranular strain.

The ultimate macroscale modelling approach is the classical Finite Element Method (FEM). FEM is a numerical technique for finding approximate solutions to boundary value problems. While FEM is commonly used to solve solid mechanics problems, it can be applied to a large range of boundary value problems from many different fields. FEM has been utilised in reactor fuel modelling for many years. It is most often used for fuel performance modelling at the pellet and pin scale, however, it has also been used to investigate properties of the fuel material, such as thermal conductivity and fission gas release. FEM forms the basis of the MOOSE-BISON-MARMOT codes that are developing a multi-dimensional, multi-physics fuel performance capability that is massively parallel. A challenge comes in being able to perform massively parallel simulations with these models. Another challenge is modelling the contact between fuel and cladding, especially in three dimensions, which has been demonstrated in the PLEIADES code that now can represent cracking from pellet-clad mechanical interactions. An additional issue arises in bridging the disparate length and time scales in efforts to concurrently couple microstructure FEM models with fuel performance codes.

It is the main objective to apply the variety of models of nuclear fuel phenomena in fuel performance codes for the accurate simulation of in-reactor behaviour. Such tools solve the equations for the heat transfer, the stresses and strains in fuel and cladding, the evolution of important isotopes and the behaviour of various fission products in the fuel rod. Heat transfer is generally solved in a section or slice of fuel as a sequence of thermal transfers between different resistances: the fuel, the fuel-to-cladding gap, the cladding (and its outer corrosion layer) and finally the barrier between the cladding surface and the bulk of the coolant. The assessment of the stresses and strains in a section of the fuel rod is usually based on the solution of the equilibrium relation, the compatibility equation and the constitutive equations. The main difficulties arise from the cracking of the pellets and the relocation of fuel fragments. The fission product behaviour in each axial slice of the fuel rod is generally considered to occur in two steps. The first step consists of the production and subsequent migration in the grains. This is usually dealt with by means of a diffusion equation within a spherical geometry. The second step consists of the development of grain boundary bubbles that grow until they interlink and form a tunnel network through which the insoluble fission products can be released.

Apart from the main limitations caused by the geometrical assumptions, there are other limitations in fuel performance codes related to the empirical nature of material property models and some of the physical models noted above. These limitations apply to multi-dimensional codes as well. As a consequence of the use of empirical models, it is impossible to extrapolate material properties and models beyond the range of operating conditions from which they have been determined. Hence, when advanced materials are to be designed for innovative reactor types, new codes have to be
developed for each combination. Finally, conventional as well as advanced fuel performance codes should be extended to deal with the fuel and fission product chemistry.

The integration of the various models at the multiple scales is an enormous challenge. The phenomena occurring in fuels is diverse, including physical and chemical transformations and evolution at various scales, such as cracking, fission gas bubble precipitation, restructuring, and fission product migration and interactions. Yet, without such integration it will not be possible to obtain truly predictive simulations based on more than empirical information. Fuel melting is a central nuclear safety issue, for example, and the phenomena that contribute to thermal conductivity and thus fuel temperature easily span multiple scales. Fuel fragmentation and pulverisation during a loss of coolant accident is a safety issue related to the effect of high temperature on the fission gas pressure in the gas bubbles within the grains and in grain boundaries, which combined with the loss of confinement due to cladding ballooning, causes instability in the fuel matrix. This is an ideal target for performing multi-scale modelling that couples the grain-scale with the macro/continuum scale. To date, this has been elusive, even though it is important for safety analyses that need to quantify the thermal conductivity of fragmented/pulverised pellets. Others phenomena that require integration over a variety scales include the effect of point and extended defects that ultimately influence fission gas bubble formation, macroscopic fuel-cladding interactions that result from atomistic phenomena such as stress corrosion, and thermodynamics and kinetics that in accidents govern fission product speciation and interactions with core internals.

The state-of-the-art of modelling phenomena related to nuclear fuel has advanced significantly in recent years. The representation of atomic level behaviour is increasingly becoming more accurate as capabilities to utilise larger sets of atoms evolve and empirical potentials improve. At the mesoscale, models for transport and microstructure evolution have also progressed with new techniques that well represent restructuring. At the macroscale, the lower scale representations inform models that reproduce observed fuel behaviour. Significant challenges do remain in both improving the models and in their multi-scale integration, and thus there is still much to be done. However, it is the expectation that as the problems of fuel modelling and simulation are solved, predictive models will increasingly find their way into advanced fuel performance codes and allow the eventual realistic simulation of nuclear fuel behaviour under normal and accident conditions that goes beyond empirical correlations.
Introduction

The Nuclear Science Committee (NSC) of the Nuclear Energy Agency (NEA) has undertaken an ambitious programme to document state-of-the-art of modelling for nuclear fuels and structural materials. The project is being performed under the Working Party on Multi-Scale Modelling of Fuels and Structural Material for Nuclear Systems (WPMM), which has been established to assess the scientific and engineering aspects of fuels and structural materials, describing multi-scale models and simulations as validated predictive tools for the design of nuclear systems, fuel fabrication and performance. The WPMM’s objective is to promote the exchange of information on models and simulations of nuclear materials, theoretical and computational methods, experimental validation and related topics. It also provides member countries with up-to-date information, shared data, models, and expertise. The goal is also to assess needs for improvement and address them by initiating joint efforts. The WPMM reviews and evaluates multi-scale modelling and simulation techniques currently employed in the selection of materials used in nuclear systems. It serves to provide advice to the nuclear community on the developments needed to meet the requirements of modelling for the design of different nuclear systems. The original WPMM mandate had three components (Figure 1), with the first component currently completed, delivering a report on the state-of-the-art of modelling of structural materials. The work on modelling was performed by three expert groups, one each on Multi-Scale Modelling Methods (M3), Multi-Scale Modelling of Fuels (M2F) and Structural Materials Modelling (SMM).

Figure 1. Structure of the Working Party on Multi-scale Modelling of Fuels and Structural Materials for Nuclear Systems
At this writing, WPMM is now composed of three expert groups and two task forces providing contributions on multi-scale methods, modelling of fuels and modelling of structural materials. This structure will be retained, with the addition of task forces as new topics are developed.

The mandate of the Expert Group on Multi-Scale Modelling of Fuels is to document the development of multi-scale modelling approaches for fuels in support of current fuel optimisation programmes and innovative fuel designs. The objectives of the effort are:

- assess international multi-scale modelling approaches devoted to nuclear fuels from the atomic to the macroscopic scale in order to share and promote such approaches;
- address all types of fuels: both current (mainly oxide fuels) and advanced fuels (such as minor actinide containing oxide, carbide, nitride, or metal fuels);
- address key engineering issues associated with each type of fuel;
- assess the quality of existing links between the various scales and list needs for strengthening multi-scale modelling approaches;
- identify the most relevant experimental data or experimental characterisation techniques that are missing for validation of fuel multi-scale modelling;
- promote exchange between the actors involved at various scales;
- promote exchange between multi-scale modelling experts and experimentalists;
- exchange information with other expert groups of the wpmm.

This report is organised as follows:

- Part I lays out the different classes of phenomena relevant to nuclear fuel behaviour. Each chapter is further divided into topics relevant for each class of phenomena.
- Part II is devoted to a description of the techniques used to obtain material properties necessary for describing the phenomena and their assessment.
- Part III covers details relative to the principles and limits behind each modelling/computational technique as a reference for more detailed information.

Included within the appropriate sections are critical analyses of the mid- and long-term challenges for the future (i.e., approximations, methods, scales, key experimental data, characterisation techniques missing or to be strengthened).
Part I

Underlying Phenomena of Nuclear Fuel Behaviour
The first part of the report reviewing various fuel phenomena looks at *Mechanisms of microstructural changes of fuel under irradiation*, which is largely due to high-energy fission fragments. Changes in microstructure are extremely important as they substantially affect properties such as thermal and species transport and thermomechanical properties. In addition, the substantial thermal gradient across fuel pellets results in a diverse set of microstructures that are locally generated. Light Water Reactor (LWR) fuel also suffers from the rim effect, where a high burn-up region is located near the pellet periphery and results in major restructuring in that region. P. Garcia, G. Carlot, B. Dorado, S. Maillard, G. Martin, J.Y. Oh, C. Sabathier, and M.J. Welland discuss the problem of describing microstructure evolution over engineering length and timescales. While the emphasis is on oxide fuels due to the greatest amount of information available for this fuel form, there is consideration of carbides and metallic fuels as well, with examples of how modelling and experiment at various scales can provide for understanding and predicting microstructural evolution.

The second area reviewed involves *Nuclear fuel deformation phenomena* for fuel under irradiation. For LWR oxide pellets we see the familiar “hour-glass” effect from the severe thermomechanical environment in-reactor. L. Van Brutzel, R. Dingerville and T. Bartel address these issues, describing the mechanical response of fuels, influenced by their heterogeneous microstructure. They look at key phenomena and relate the status of current modelling techniques to evaluate and predict fuel deformation effects: creep, swelling, cracking and pellet-clad interaction. They note that there is a need for a multi-physics and multi-scale approach to develop a fundamental understanding of properties of these complex nuclear fuel materials. These include atomic structure and phase stability through diffusivity and bubble formation/motion to restructuring, fracture, and plastic deformation.

Chemical interactions play a large part in fuel performance from fuel/fission product redistribution to cladding oxidation. C. Guéneau, J.P. Piron, J.C. Dumas, V. Bouineau, F.C. Iglesias and B.J. Lewis have reviewed *Fuel-cladding chemical interaction* for LWR oxide fuel phenomena for both internal fuel chemical behaviour as well as cladding interactions with the environment. This includes a thermodynamic analysis of the uranium-oxygen system, and the effect of hydrogen-steam atmospheres and fuel-oxidation/reduction kinetics. Thus an understanding of both in-reactor behaviour and phenomena in defective fuel rods can be provided in models and they can be further extended to higher temperatures using a phase-field approach to simulate centre-line melting in defective fuel. Zircaloy oxidation is also considered in the assessment of kinetics in steam and air under prototypical accident conditions. *Fuel-coolant chemical interaction* and *Clad-coolant chemical interaction* are reviewed by B.J. Lewis, F.C. Iglesias, C. Desgranges and C. Toffolon, including the effect of internal oxidation due to UO₂ and low temperature water-side zircaloy corrosion.

V. Tikare has provided an overview of the complex *Property-process relationships in nuclear fuel fabrication* for a number of fuel types of interest. These include conventional LWR oxide fuels, fast reactor MOX fuel, metal fuel for Sodium Fast Reactors (SFR), and coated particle fuel designed for gas-cooled reactors. The oxide pellet fuels generally utilise conventional powder processing and consolidation, including pressing and sintering. Specific to the complex chemistry of urania is the need to control oxygen overpressure in the final processing steps to obtain specific oxygen-to-metal ratios. Design of
microstructure is also important as it directly affects significant issues such as fission gas retention. Metallic fuels offer different challenges, including understanding alloy formation and casting. Significant advances in modelling injection casting, for example, are needed to be able to effectively fill a narrow diameter fuel rod of substantial length needed for SFR applications. Finally, coated particle fuels have completely separate fabrication challenges, including formation of fissile kernels utilising internal or external gelation, reduction, and often conversion of oxide kernels to mixed oxide and carbide, or perhaps to nitride. The coatings on the kernels are fabricated by fluid bed chemical vapour deposition of alternate carbon and SiC coatings. Fuel in the form of rods or spheres is then produced by compacting the ~1 mm particles with graphite into the desired geometry.

One of the most critical aspects of nuclear fuel is the phenomena in thermal transport in fuels as the effectiveness of fuel hinges on the ability to remove fission-generated heat. Yet, understanding and modelling thermal transport is tremendously challenging, especially for UO₂ as it depends on chemistry/stoichiometry, crystalline defects, microstructure, density, and geometry. For example, at this point, a fundamental theoretical understanding of the interplay between the microstructure and thermal conductivity of irradiated uranium dioxide fuel is still lacking. A. Chernatynskiy, A. El-Azab, J.S. Tulenko and S.R. Phillpot in their section summarise recent advances in modelling approaches that detail the mechanisms involved at the atomistic level which permit coupling to mesoscale continuum theory. This allows capturing the impact of microstructural evolution on thermal transport. Mastering representations for urania fuel are expected to allow extension to other fuel forms.
Chapter 1.
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Abstract

Nuclear fuels are subjected to high levels of radiation damage mainly due to the slowing of fission fragments, which results in substantial modifications of the initial fuel microstructure. Microstructure changes alter practically all engineering fuel properties such as atomic transport or thermomechanical properties so understanding these changes is essential to predicting the performance of fuel elements. Also, with increasing burn-up, the fuel drifts away from its initial composition as the fission process produces new chemical elements. Because nuclear fuels operate at high temperature and usually under high-temperature gradients, damage annealing, foreign atom or defect clustering and migration occur on multiple time and length scales, which make long-term predictions difficult. The end result is a fuel microstructure which may show extensive differences on the scale of a single fuel pellet. The main challenge we are faced with is, therefore, to identify the phenomena occurring on the atom scale that are liable to have macroscopic effects that will determine the microstructure changes and ultimately the life-span of a fuel element. One step towards meeting this challenge is to develop and apply experimental or modelling methods capable of connecting events that occur over very short length and timescales to changes in the fuel microstructure over engineering length and timescales.

In the first part of this chapter, we provide an overview of some of the more important microstructure modifications observed in nuclear fuels. The emphasis is placed on oxide fuels because of the extensive amount of data available in relation to these materials under neutron or ion irradiation. When possible and relevant, the specifics of other types of fuels such as metallic or carbide fuels are alluded to.
Throughout this chapter but more specifically in the latter part, we attempt to give examples of how modelling and experimentation at various scales can provide us with theoretical frameworks for understanding and predicting these microstructure evolutions.

**Introduction**

Nuclear fuels are subjected to very high levels of radiation damage. This damage is mainly due to the slowing-down of fission fragments and produces various kinds of both point and extended defects in concentrations that lie far above the expected thermodynamic equilibrium. Under the effect of temperature and irradiation, point defects migrate and interact either with each other or with existing extended defects. The presence of these crystalline defects has far-reaching consequences because they substantially alter the material itself and the material properties. Indeed, in addition to macroscopic swelling, the presence of uranium-type defects may accelerate cation self-diffusion which will, for instance, modify the creep properties of the fuel or the extent to which minor actinide redistribution occurs.

The behaviour of defects also has a major influence on a class of fission products that may determine the life-span of a fuel element: rare gases. These particularly insoluble elements are produced in important quantities as a result of fission events or $\alpha$ decay of actinides. Extensive cladding loading may result either from over-pressurisation of the fuel element due to fission gas release or from fuel swelling due to rare gas bubble precipitation. Fission gas release and fuel swelling as a result of bubble nucleation and growth are both macroscopic consequences of complex and not fully understood radiation induced phenomena such as radiation enhanced atomic migration [117]. Fission gas bubble nucleation is thought to occur because rare gas atoms combine with radiation induced vacancy type defects. Gas bubbles then grow and become trapping sites for migrating vacancies or other gas atoms. As damage levels increase still further, oxide fuels in particular undergo a microstructural modification characterised by a drastic reduction in the grain size and the simultaneous development of a large micron size bubble population [74]. Still in oxide fuels, at high temperature and for large temperature gradients (typically of the order of $2\times10^4$ K and $2.5\times10^5$ K/m, respectively [104], the as-fabricated micron size pores migrate up the temperature gradient as a result of material evaporation from the hot side of the pore (towards the pellet centre) and condensation or re-crystallisation on the slightly cooler side (towards the pellet periphery). The central hole that appears has obvious consequences upon the temperature and stress distributions in the pellet. Also, depending on the fuel chemical properties and composition, plutonium enrichment may occur in the pellet centre which also modifies the fuel centreline temperature substantially at the beginning of life [14].

There are many reasons why these phenomena are difficult to study individually. Regarding equilibrium properties alone, actinide oxides for example are usually semiconductors which present a variety of defects in different charge states generally not particularly well characterised. Also, oxides and carbides present non-stoichiometric phases that are stable over wide ranges of thermodynamic conditions. In these materials, the nature of defects on both sublattices may change radically depending upon thermodynamic conditions. Under irradiation, fuels and oxides, in particular, are
susceptible to both elastic and inelastic damage processes, the latter again being poorly characterised and difficult to treat theoretically. In addition, when studied under neutron irradiation for instance, all fuels are subjected to many different but interacting phenomena which may be chemically, thermally or radiation induced. Understanding and controlling microstructural changes, therefore, requires a comprehensive approach which looks at all aspects of the material’s behaviour from thermodynamic equilibrium to basic radiation damage processes and longer time and length scale changes to the material.

In the first part of this chapter, we look at studies mainly relating to neutron irradiated fuels which give an overall picture of the variety of microstructural observations of nuclear fuels at low and intermediate burn-up and temperatures. Based on this overview, we describe how kinetic models have been developed over the years in order to account for at least some of these microstructural features with an emphasis on fission gas behaviour. Higher temperature and burn-up effects such as the formation of a central void or oxide fuel restructuring are also discussed.

Often, models at the mesoscale have ad hoc hypotheses built in that are difficult to justify and that render any extrapolation to different conditions uncertain. This justifies adopting different approaches based on modelling and experimental techniques that are more analytical or separate effects more clearly than would emerge from a neutron irradiation and mesoscale kinetic models. In the second part of this chapter, we, therefore, look at a few recent studies based on modelling at different scales (from the scale of atoms to the mesoscale) and controlled electron or ion-irradiation experiments. These examples, which relate to oxide fuels in particular, demonstrate the ability of multi-scale approaches to explain some of the more salient observations relating to neutron or ion irradiated fuels.

**Observations relating to microstructural changes in nuclear fuels under neutron irradiation and associated kinetic modelling**

**Fuel behaviour at low and intermediate temperatures and burn-up**

Because it was identified from an early stage that atomic transport properties likely controlled the kinetics of microstructure hence geometric changes in nuclear fuels, several basic studies were carried out in the 1970s and 1980s aimed to actually characterise the effect of neutron irradiation upon these properties. Several such studies emerge that were designed to assess quantitatively the effect of radiation upon uranium self-diffusion properties [140] and later [64] and fission gas diffusion [117]. Both studies involved isothermally irradiating single crystals and polycrystalline samples at fission rates of the order of \(10^{19} \text{ m}^{-3} \text{ s}^{-1}\) for the fission gas study and between \(7 \times 10^{18} \text{ m}^{-3} \text{ s}^{-1}\) and \(6.4 \times 10^{19} \text{ m}^{-3} \text{ s}^{-1}\) for the cation studies. From the determination of diffusion profiles of \(^{233}\text{U}\) tracer atoms deposited at the surface of the samples, Höh and Matzke observed an increase in the uranium self-diffusion coefficient of three to four orders of magnitude in comparison with thermally activated diffusion. Turnbull et al. monitored the release of both short- and long-lived volatile fission products and rare gases over a greater range of temperatures. The authors demonstrated that diffusion controlled release was effective at temperatures (down to 498 K) well below those at which substantial rare gas movement is expected to occur in the absence of neutron irradiation. The reported similarities between the rare gas and self-diffusion studies are striking. Both showed diffusion coefficients virtually independent of temperature below circa 1 273 K. Matzke [64] claimed a proportionality to
fission rate of the purely athermal component of the cation self-diffusion coefficient. This dependency, still commonly used in fuel behaviour applications, was applied to rationalise data relating to fission gas release. Probably because the numerical values for athermal rare gas and cation diffusion inferred from very different types of experiments were close (see Figures 1a and 1b from [64] and [117]), the phenomenon was commonly associated with thermal spike effects resulting from the high electronic stopping power of fission fragments. The evidence for this, however, is tenuous. In addition, a highly effective point defect theory was developed which very adequately explained results from experiments relating to radiation enhanced diffusion in metals [107]. Under simplifying assumptions of homogeneously distributed point defect sinks, kinetic equations for both vacancies and interstitial atoms were set up and solved assuming a steady-state situation is reached in which the defect production rate is balanced off by the rates at which defects recombine (mutual recombination) or are eliminated at sinks of prescribed concentration (elimination of point defects at fixed sinks). This theory [107] predicts that at lower temperatures, under steady-state conditions controlled by mutual recombination of Frenkel pairs, the enhanced diffusion coefficient is proportional to the square root of the defect production rate. The activation energy is given by half the migration enthalpy of the slowest moving point defect. At high defect sink concentrations, however, where concentrations are controlled by the rate at which defects are eliminated at internal sinks, there exists a range of temperatures in which enhanced diffusion is independent of temperature and proportional to the defect production rate. To what extent this theory also applies to cations when two interacting sublattices are present is impossible to check based upon neutron irradiations alone. Furthermore, basic experiments would also be required to ascertain the effect of oxygen potential on these phenomena. We will discuss these issues further in the latter part of the chapter.

Figure 1. Illustration of (a) estimated fission induced radiation-enhanced diffusion of cations in oxide fuels (b) and fission products xenon and iodine [64,117]

Note that units are in cm²/s in Figure 1a and m²/s in Figure 1b.
Atomic diffusion enhanced by radiation is a key property because it probably mirrors, albeit in a complex way, the changes in the microstructure on the atomic scale, but also it controls phenomena and properties that ultimately determine the dimensional changes of the fuel element. Although the next chapter is devoted to fuel properties among which creep plays a major role, it is worth mentioning similarities that this property bears with self-diffusion. Indeed, measured under isothermal conditions and neutron irradiation [141,143], radiation-induced creep displays an athermal behaviour under circa 1 273 K which appears to be proportional to fission rate. Both these characteristics could indicate that metal defect volume diffusion controls radiation creep. More work, however, is needed to ascertain the fundamental relationship between cation diffusion in general and creep properties. In polycrystalline materials, grain boundary diffusion is thought to play a major role in the observed high-temperature strain rates [142].

In-pile densification and pore behaviour

Clough [143] correlated initially high strain rates observed in irradiation creep tests to pore sintering. More generally, in-pile densification was shown to result in macroscopic modifications of the fuel geometry, such as reduction in fuel stack lengths, increase in the fuel cladding gap and increase in the hydrostatic fuel density. In-pile densification studies [144] also revealed that fuel resintering at temperatures too low for thermal resintering to occur was correlated to shifts in the pore size distribution due to significant reductions in the volume fraction of pores less than approximately one micron in size.

Some efforts have also been reported that indicate a quantitative correspondence between hydrostatic fuel density measurements and micron size pore volumes measured from image analyses of SEM (Scanning Electron Microscopy) micrographs [145]. The less empirical models developed to describe in-pile resintering are based on kinetic equations, similar to those used for interpreting radiation enhanced diffusion, but with additional sink terms corresponding to the capture or emission of defects from fabrication pores. In-pile resintering models encountered may differ depending on the level of detail adopted for describing the pore population: single pore size [146,147] or pore size distribution function [148]. These models have in common the fact that fission spikes are assumed to interact with pores. A sputtering phenomenon is postulated, with each fission spike-pore encounter returning a set number of vacancies to the matrix. As vacancies are eliminated at internal sinks such as dislocations and grain boundaries, the pores eventually shrink.

Values for the number of vacancies returned to the matrix per fission spike-pore encounter range between ~ 1 [149] and ~ 100 [150] but this phenomenon is only ever assumed. No direct demonstration of it has been reported to date.

Intragranular fission gas segregation and bubble formation

Although the observations presented previously are not fully understood, they are related to how radiation damage develops in the material and which the steady state the microstructure reaches. Rare gases are essential to the economy of point defects created under irradiation because, as they are highly insoluble, they combine with vacancies to form dense small size aggregates whereas interstitials appear to preferentially form dislocation loops [74]. The first systematic Transmission Electron Microscopy (TEM) observations of fission gas bubbles in low burn-up oxide fuel and at relatively low temperatures (1 073 K) are due to the work reported in [21] that described the presence of a high concentration (between 1 and 3x10$^{25}$ m$^{-3}$) of small rare gas bubbles of 2 to 3 nm in
diameter. The corresponding burn-up ranged between 1 and 15 GWd/Mt, which amounts to rare gas concentrations of approximately 100 and 1 000 ppm. The characteristics of bubbles were not reported to be much dependent upon burn-up or temperature. Since then, Kashibe et al. [50] made similar observations relating to UO$_2$ fuels irradiated at temperatures below 1 073 K and at burn-ups of 23 GWd/Mt and 44 GWd/Mt. The authors reported small 2 nm size bubbles at concentrations in the region of 9x10$^{23}$ m$^{-3}$ for the 23 GWd/Mt samples. At higher burn-up (44 GWd/Mt), a bimodal distribution was observed and a population of larger bubbles appeared, 10-20 nm in diameter, in addition to the initial smaller sized bubbles. Thomas et al. [115] subsequently reported TEM observations of areas irradiated to similar burn-ups (44 GWd/Mt) but that had experienced temperatures in excess of 1 173 K. Such samples showed much coarser intragranular bubbles 20-100 nm in size. These coarse bubbles were surrounded by dislocation tangles and were often, if not systematically, associated with similar size so-called ε-phase particles containing noble metals such as Mo, Ru, Pd, Tc and Rh. An Energy Dispersive X-Ray Spectrometry (EDS) analysis was applied from where xenon densities were found between 2 and 4 g/cm$^3$. Such densities correspond to gas pressures in the GPa range (between ~ 0.1 GPa and ~ 1 GPa). This indicated (assuming a surface tension of circa 1 J m$^{-2}$ and a radius of 10 nm, which overestimates the radial stress induced by surface tension in the immediately surrounding lattice) that contrary to what was originally assumed by modellers, the pressures within fission gas bubbles are not necessarily balanced by their surface tension. Nogita and Une [75,76] provide a complementary description by using high-resolution TEM to examine samples taken from the peripheral region of pellets irradiated to average burn-ups of 30, 49 and 83 GWd/Mt and which had operated at around 873 K. The specimens examined revealed bubble sizes that tended to increase with burn-up (~1 nm for the lower burn-up to an average of around 4 nm for the 49 GWd/Mt samples). However, the bubble concentration remained close to 4x10$^{23}$ m$^{-3}$. In higher burn-up samples, nano-EDX was also performed on 4-10 nm bubbles. The xenon densities ranged between 3.8-6 g cm$^{-3}$ which, for the higher values at least, would suggest xenon in a solid state. Bubbles were seen to be associated with 5 metal spherical particles.

To summarise, there is overwhelming TEM evidence which demonstrates that nanometre size bubbles form under neutron irradiation at low fission densities and that the bubble characteristics, i.e., size and concentration, are only marginally dependent upon burn-up or temperature. Bubble densities are in the 10$^{23}$-10$^{24}$ m$^{-3}$ range. Bubbles contain high-pressure xenon and krypton in the GPa range and are often associated with five metal particles. Particle and bubble coarsening occur above 1 073 K as burn-up increases.

**Higher scale microstructural changes in relation to fission gas behaviour**

TEM has enabled microstructure characterisations of irradiated fuels on the scale of nanometres. Characterisations at higher scales (micron and above) require techniques such as SEM, EPMA (Electron Probe Micro-Analysis) and SIMS (Secondary Ion Mass Spectroscopy). Applying standard analytical tools to irradiated oxide fuels has revealed a comprehensive picture of the changes the fuel pellet undergoes as a function of burn-up and temperature. This sheds light on the role of specific features such as grain boundaries or inhomogeneity at that scale, particularly in relation to fission gas behaviour. Noirot et al. [78] have analysed a relatively high burn-up light water reactor (LWR) UO$_2$-based
rod irradiated to relatively high-fission densities (~ 60 GWd/Mt) using all three of the above mentioned tools. The picture that emerges is that the local fuel microstructure, which is burn-up and temperature dependent, is characterised by:

- the fraction of fission gas remaining at a given radial position in the pellet with respect to the total amount of gas produced by fission;
- the size, number density and pressure associated with the different fission gas bubble populations.

Figure 2 reproduced from [33] illustrates these results. At the fuel pellet rim (Figure 2d, here in the region of 100 GWd/Mt), the presence of micron sized pores is characteristic of the high burn-up structure [130]. Complementary xenon analyses using SIMS at that location show that the amount of fission gas detected is, within the experimental error, equal to the amount expected from the estimated local burn-up. At the mid-radius of the pellet (Figure 2c) and on the scale accessible with SEM, no differences can be detected compared with the microstructure of an un-irradiated sample. Comparison of the EPMA signal with the estimated total gas inventory shows that there is no measurable fission gas release in that region of the pellet (Figure 2a). One infers from this observation that fission gases are still present either as single gas atoms or contained in smaller, submicron size clusters probably similar to those described in the previous section. Towards the pellet centre (Figure 2b), which has operated at temperatures in excess of 1 073 K at least for some periods during the base irradiation, it is shown again from SIMS analyses that a small fraction of the gas has been released.

Figure 2. Experimental radial xenon distribution in a high burn-up pellet determined from EPMA

The dark line represents the calculated amount of xenon created. Calculation results corresponding to xenon in supersaturation and in small nanometre size bubbles are also indicated for comparison [78] (2a); SEM image of the central part of a fuel pellet (average pellet burn-up circa 61 GWd/Mt) revealing coarse intragranular porosity (2b); SEM image at a mid-radius location (2c); SEM image of the peripheral part of the pellet (local burn-up circa 100 GWd/Mt) revealing large micron size pores characteristic of the RIM structure (2d).
Release may be correlated to a visible change in the microstructure characterised by well-formed intra, lenticular intergranular fission gas bubbles 100 nm to 400 nm in diameter along with coarse porosity at the triple junctions of grains. The larger intragranular bubbles are shown to contain xenon at pressures in the GPa range, as observed for the similar size intra-granular objects reported previously (Figure 3 [115]).

**Figure 3.** TEM micrograph indicating the presence in high burn-up fuel of coarse intragranular bubbles surrounded by dislocation tangles and associated with five metal particle precipitates [115]

Although not characterised in the same material, there are similarities between the characteristics of intragranular bubbles illustrated in Figure 2b and the larger bubbles seen in Figure 3 [115]. In addition to this, the temperature and burn-up conditions in which these larger bubbles are observed are also comparable. This would suggest common nucleation and growth mechanisms. It was indicated that growth may occur via dislocation punching due to the high-gas pressures within the particle or a creep mechanism induced at lower temperatures than those required for plastic deformation to occur [151]. The former interpretation could be consistent with the abrupt microstructural changes seen in Figure 2, although how the pressure would build up in the first place remains unclear. As shown in Figure 3, large fission gas particles appear to be surrounded by dislocation tangles which could result in drainage to the particle of rare gases present in the matrix via a form of pipe diffusion.

In [79], the authors attempt to correlate gas release and hydrostatic swelling to microstructural modifications for even higher burn-up material. They show that upon further irradiation there is a sharp increase in the level of release in central areas of the pellet. Also, along the pellet radius, a large fission gas bubble population develops, with bubble sizes in excess of 100 nm.

*Redistribution by carrier-gas assisted vapour transport*

During fuel lifetime, regions of interconnected void space, for example cracks and tunnels, can develop in the fuel and act as channels for diffusion of gaseous species throughout the solid fuel matrix. At low temperatures, vapour pressures adjacent to the solid fuel are typically too low to move significant amounts of fuel components into the gas phase. However, if there are suitable gaseous species already in the void that fuel components may react with, appreciable amounts of an element may enter the gas phase and be transported along such channels in a much more efficient manner than by solid state transport. This carrier-gas assisted redistribution mechanism is thought to contribute to oxygen transport in MOX, and carbon transport in TRISO particle fuels [94,15,128].
The degree of oxygen (carbon) uptake into the gas phase is determined by the chemical potential of oxygen (carbon) in the solid phase, which depends on temperature and composition. The resulting effect is that components are seen to redistribute due to the temperature gradient, an effect also associated with thermodiffusion. Thermodiffusion, also known as the Soret effect and discussed later, is a different mechanism, which does not involve phase change and requires high temperature to be appreciable [109]. It should be emphasised that these are different phenomena, although the effect of carrier-gas assisted transport is sometimes quantified by an effective heat of transport [3].

Rand and Markin proposed oxygen in MOX could redistribute via a carrier-gas mechanism through reaction with hydrogen and/or carbon contaminations from the fuel, i.e., through reactions with $H_2/H_2O$ or $CO/CO_2$ [94]. Even carbon contaminations at the level of 3 ppm in $UO_2$ were observed to have a considerable effect [1]. Depending on the local oxygen chemical potential, this reaction equilibrium will attempt to establish a local ratio of, for example, $H_2$ to $H_2O$. However, the gaseous species are also free to diffuse through interconnected porosity, and also attempts to establish an equilibrium along these channels which, in the absence of thermodiffusion in the gas phase, implies a constant ratio of $H_2O$ to $H_2$. The competition between these two effects produces the carrier-gas transport mechanism. Aitken assumed that the diffusion of the carrier gas species was fast enough to reach equilibrium and proposed an effective heat of transport from thermodynamic parameters of the carrier gas species and the oxygen chemical potential in an assumed temperature gradient. In general, such an assumption is not valid for either hydrogen- or carbon-based carrier gasses due to poorly connected void space and competition with other transport mechanisms [3,2,83]. More complicated treatments may then be required such as kinetic models in defected fuel situations [42,105].

In TRISO particle fuels, the carbon buffer surrounding the kernel is considered to redistribute through this vapour transport mechanism for kernels of $UO_2$ [15,128]. In this case, oxygen present from contamination or liberation from the kernel develops a $CO/CO_2$ based carrier gas mechanism, transporting carbon from the hot side of the kernel to the cooler side. This effectively pushes the kernel up the temperature gradient, resulting in the so-called amoeba effect.

Description of standard intragranular models and usual modelling hypotheses

In this section, we have seen some important features relating to in-pile changes in oxide fuel microstructures prominent among which is the nucleation of small fission gas containing bubbles that grow depending upon burn-up and temperature. At the same time, a population of dislocation loops is also reported that evolves at sufficiently high burn-up and low enough temperature towards a dislocation network which gives way under certain conditions to complete restructuring of the fuel.

Efforts have been made to model these changes to the fuel microstructure based on rate theory models which account for point defect production, diffusion, annihilation and elimination at internal sinks such as fission gas bubbles and interstitial loops. Such models may also be used to describe the fuel microstructure leading up to fuel restructuring [97]. Although these approaches are interesting, they remain largely descriptive and fail to provide actual explanations for the reasons why actinide oxides are so remarkably radiation resistant in comparison to other oxide systems. Attempts have also been made over the years to rationalise some of the microstructural changes presented in this section.
in relation to local or macroscopic fission gas release data through the development of intragranular fission gas behaviour models. We will now briefly describe the principles these models are based upon and try to circumscribe their limitations.

**Basic assumptions in relation to single xenon atom and bubble behaviour**

Most fission gas behaviour models [30,56,81,133] regard single atom intragranular xenon diffusion as the main rate determining factor for fission gas release. As a result, these models are usually constructed around an intragranular xenon diffusion equation in which the diffusion coefficient is generally taken as Turnbull et al.’s expression [117]. This despite the fact that the necessarily apparent xenon diffusion coefficient derived from Turnbull’s original experiments is considered in part at least as resulting from a cation vacancy assisted mechanism. In this model, the vacancy concentration is given by rate theory equations solved under steady-state conditions. Although radiation assisted xenon migration is recognised as relevant, such models overlook this fact. In line with observations reported in previous sections, it seems that any comprehensive understanding of fission gas behaviour or release requires being able to calculate at all times the fraction of intragranular gas which is contained in intragranular bubbles and the remaining part in supersaturation, which can migrate to grain boundaries from where release can occur. Inevitably, therefore, comes the need to describe bubble characteristics, how they nucleate and grow, and also how migrating gas atoms interact with them. To this end, the time and space dependent rate of capture by bubbles of migrating gas atoms is expressed, assuming the bubble behaves as a perfect spherical sink of radius $r_b$, as: $4\pi r_b D_{\text{Xe}} C_{\text{b}}$.

A numerical estimate of this expression using Cornell’s data [21] for a 1 GWd/Mt fuel at 1 273 K (i.e., $r_b \sim 1$ nm, bubble concentration $\sim 3 \times 10^{23}$ m$^{-3}$) and Turnbull’s [117] data for the xenon diffusion coefficient $D_{\text{Xe}}$ at that temperature (roughly $10^{-20}$ m$^2$s$^{-1}$) shows that the inventory of gas in the matrix (outside bubbles) is divided by ten after less than a day. In the absence of some form of mechanism for transferring gas from the bubbles back to the matrix, virtually no fission gas release is possible. The original observation that the characteristics of the bubble population rapidly reached a narrow distribution was taken as a demonstration that thermal resolution was impossible. Indeed, this would have led to signs of Oswald ripening which there were not [20,72]. Nelson [72] suggested that in an irradiation environment fission gas atoms contained in bubbles could be resolved by direct elastic interaction with fission fragments. Based on the binary collision approximation (BCA), he evaluated the probability per second for this event to occur. Nelson’s approach was then re-evaluated to take into account subsequent collisions with uranium recoil atoms, which increased the re-solution parameter by a factor of 40 approximately [86]. This resolution term enabled calculations to be carried out of the amount of gas reaching the grain boundaries, in super saturation in the oxide matrix and in intragranular bubbles at any time.

A set of experiments involving low-temperature irradiations and annealing sequences were reported at that period [118,120] and were considered as a demonstration that irradiation could disperse fission gas bubbles thus lending credence to Nelson’s theoretical approach. Turnbull [119] later suggested that bubbles were formed continuously in the wake of fission fragments (coined heterogeneous nucleation) and that they grew until a subsequent encounter with a fission fragment destroyed them (heterogeneous re-solution).
The “heterogeneous” mechanism was mainly inferred from observations of small bubbles lying in strings of ~5 [119] and later [152].

Model principles

Although models incorporating bubble distribution densities based on rate theory have been developed over the years [136,38], we focus here on models that describe a single bubble population of which [81] is a typical example and which may be regarded as deriving from rate theory models. The basic intragranular model comprises four coupled conservation equations which describe atomic diffusion of gas through the grain (xenon conservation equation) with trapping at and emission from fission gas bubbles in the process, a bubble conservation equation which describes a balance between bubble nucleation and bubble destruction when the bubble radius lies below a threshold radius, an equation describing the rate at which the xenon atoms contained in bubbles changes over time and finally the rate at which the volume fraction of intragranular bubbles changes. An empirical treatment of fuel restructuring is also used which is based on a time dependent first order differential equation describing as a function of temperature the local dislocation density change. The parameters are chosen so that the model represents dislocation density measurements published by Nogita et al. [74]. The model also incorporates a specific treatment of grain boundary gas which is not described here.

Model performance and limitations

Such models when associated with fuel performance codes are capable of reproducing in-reactor data quite adequately. Figures 2a and 4 [81] show a comparison of modelled vs. experimental data obtained using characterisation techniques on the micron scale. Figure 4 is a comparison of the total porosity calculated and measured using SEM in association with image analysis techniques in a high burn-up fuel pellet (61 GWd/Mt). In Figure 2a, in addition to the EPMA xenon concentration signal, calculated fission gas concentrations are given, which correspond to xenon atoms in supersaturation and contained in nanometre size bubbles, which is what EPMA is sensitive to for reasons outlined previously.

Despite calculated values and experimental data being quite close, these models adopt a number of empirical approaches in relation to phenomena for which no satisfactory and/or comprehensive explanation exists. Fuel restructuring is by no means the only example:

- Fission gas resolution has no other experimental demonstration than the fact that fission gases eventually reach grain boundaries. Nucleation or bubble destruction mechanisms are inferred from the fact that a nanometre size bubble population quickly reaches steady-state characteristics as irradiation proceeds. The terms used in fission gas behaviour models can in this respect be regarded as ad hoc.

- These models do not provide an adequate explanation for the emergence above 1 073 K of a coarser less abundant bubble population, although more complex size distribution approaches could help understand this phenomenon. According to our knowledge, there are no approaches that provide a predictive determination of the emergence of such a bubble population.
• The third point concerns release under thermal annealing conditions. One would expect fission gas behaviour models to predict release under less complex conditions than prevail during a neutron irradiation. In fuels irradiated at burn-ups greater than 6 GWd/Mt [9,121,138,123], substantial fission gas release during a post-irradiation annealing at temperatures above 1 573 K is widely reported. Modelling this release process requires a description of the interaction between nanometre size intragranular bubbles and diffusing gas atoms. If one assumes that intragranular bubbles act as perfect sinks (with no thermal resolution possible), then for fission gas bubble concentrations relevant to irradiated fuels, gas atoms homogeneously distributed within the grain initially are readily trapped resulting in calculated gas release fractions well below observed values [32]. No convincing explanation for this is available either.

Regarding this latter point, the fact that the underlying phenomena are not adequately taken into account in the a priori simpler context of out-of-pile annealing casts doubts as to whether they are under the more complex conditions of a neutron irradiation. The widely accepted scenarios based upon radiation induced bubble nucleation, resolution and fission gas trapping may, therefore, be substantially at fault.

Finally, in most cases, the models relied upon for describing fission gas behaviour leave little room for radiation-induced phenomena which along with atomic transport properties are a key to unravelling many aspects of the ageing of the material. When the models do account for some radiation effects, the approaches are usually so simplified that it is often difficult to justify modelling one phenomenon rather than another. A complementary, more detailed approach, which explicitly includes radiation effects shown to be relevant is, therefore, necessary and is described in the last section of this chapter.

Figure 4. Measured and calculated pore distribution across a high burn-up fuel pellet [81]

**High-temperature effects**

In cases such as fast reactor fuels, high temperatures can be reached at the fuel centreline (or, more accurately, the inner fuel surface). The high temperatures in the centre and cooled outer periphery result in large temperature gradients and can lead to a variety of matter transport phenomena and microstructural changes which can be modelled through application of thermodynamics of irreversible processes [131].
A schematic of the fuel restructuring process is shown in Figure 5 for a highly rated MOX element, as a function of burn-up (increasing clockwise) [17]. The fuel begins life with a homogeneous matrix of micron-sized grains and is fabricated such that some residual porosity is left so as to accommodate fission products. Immediately upon start-up cracks appear from thermal shock forming connected void regions throughout the radius of the fuel. The outermost region is too cool to experience significant grain growth, but at intermediate temperatures equi-axed grain growth can occur. In higher temperature regions, pores quickly migrate towards the centre as described below, consuming grains and cracks and leaving wakes of columnar grains. At the centre of the fuel, the central void develops as a consequence of direct transport of centreline material to the outer periphery and the coalescence of pores migrating from the columnar grain growth region. A cross-section of a real fuel pellet is shown in Figure 6 and clearly shows the as-fabricated, equi-axed grain growth, columnar grain growth and central void zones.

**Figure 5. Schematic evolution of MOX microstructure evolution operating at 42.3 kW m\(^{-1}\) and burn-up increases clockwise as labelled [17]**

**Figure 6. A cross-section of a MOX fuel pellet showing regions of as-fabricated porosity, equi-axed grain growth, columnar grains and the central void**

Source: European Atomic Energy Community.
Matter is theorised to be driven by the temperature gradient by a number of superimposed forces. Firstly, thermodiffusion of atoms down the temperature (or likewise vacancies up), and its effects on void migration were considered [139]. Secondly, stress gradients, which develop as a consequence of temperature dependant densification as described previously, can drive matter from the centre to the periphery through creep mechanisms [68,127]. Finally, the evaporation-condensation mechanism can become of significant magnitude, which is important for redistribution as well as restructuring and, therefore, described separately below.

**Evaporation-condensation transport**

At high temperatures, significant vapour pressures may develop in available void space, moving fuel components into the gas phase where they can be transported through the free volume without the need of a carrier gas. Since even the host matrix components may be transported in this manner, significant restructuring of the fuel matrix may occur and produce very pronounced microstructural changes. The vapour in equilibrium with the condensed phase is not in general of the same composition and, therefore, this evaporation-condensation mechanism also can produce compositional shift at both the evaporation and condensation sites.

In MOX, vapourisation and transport of heavy elements, such as U, Pu and Am, can quickly transport large amounts of solid matrix material down the temperature gradient, leading to restructuring and redistribution [114]. Lackey et al. show results of restructuring of sphere-pac MOX elements in which uranium is clearly seen to have preferentially vapourised from the inner regions and condensed around the spheres at the outer region, leaving a central void with a plutonium rich periphery, and islands of Pu rich MOX in the outer region [53]. Redistribution also depends on the chemical state of the fuel with, for example, the ratio of U to Pu bearing species depending on the O/M ratio in the fuel. Bober et al. investigated this with samples of \((U_{0.85 Pu_{0.15}})O_{2-x}\) with maximum temperatures 2673 K and found that uranium preferentially evaporates for \(O/M \geq 1.97\) and plutonium for \(O/M \leq 1.96\) [13].

The evaporation-condensation mechanism is also noted in carbide and nitride fuels and contributes to their restructuring and redistribution. It was noted that the vapour adjacent to carbon rich fuels was rich in Pu-bearing species and, therefore, redistribution acts in the opposite fashion to MOX with Pu being transported down the temperature gradient [63,58]. In carbide and carbon rich fuels, small voids were observed to migrate up the temperature gradient, with an explanation proposed as a combination of vapour transport of \((U, Pu)\) across the void with fast carbon diffusion in the matrix.

**Pore migration**

Small regions of gas filled voids may be present in the fuel as a result of residual porosity, accumulation of fission gases or from pinching off of crack tips. Bubbles, as discussed in this chapter, contain high-pressure gas, exist at submicron sizes and are spherical due to equilibrium with the isostatic pressure of the fuel matrix. The high-gas pressure inside the bubbles suppresses vapour transport leaving only solid state (or surface) diffusion mechanisms active.
Pores are a type of small, enclosed void, and play a major role in the restructuring of the solid fuel matrix. They are lenticular, with the minor axis aligned with the temperature gradient and contain low-pressure gas, primarily the cover gas used from fuel fabrication. Pores migrate up the temperature gradient primarily through vapour transport, thermodiffusion and stress-driven diffusion [104,68,127]. In the evaporation-condensation mechanism, matrix material vaporises on the hot surface, diffuses across the width of the pore, and condenses resulting in the void's progression towards the hottest region. In thermodiffusion and stress-driven diffusion, atoms are driven individually down the gradient (or vacancies up it) resulting in the net displacement of the pore towards the hottest point.

Pores are too big to be pinned to defects or grain boundaries and rather consume grains in their path, collecting new elements which were trapped in the matrix and building long, cylindrical, columnar grains in their wake, with a series of small regularly spaced bubbles along the circumference [87]. When they approach the fuel centreline, or rather the periphery of the central void, the temperature gradient becomes flat, which suppresses the evaporation-condensation mechanism. It is then considered that creep or sintering is responsible for the final merger of the pore with the central void where all the collected elements are deposited [68,127].

Pore migration and central void formation can occur quickly upon start-up and can remove the initial porosity in a matter of hours. Tanaka et al. irradiated MOX for 10 minutes and already observed central void formation and pore migration [114]. Following the removal of the initial porosity, pores may still be generated from cracks, and so may continue well into irradiation. Due to the high sensitivity of vapour pressure on temperature, the efficiency of vapour transport and, therefore, the pore migration velocity depends strongly upon temperature and the outer radius of the columnar grain region is fairly well predictable from the centreline temperature, as is the size of the central void [85, 18].

The predominance of the vapour transport mechanism in inducing pore migration and the previously discussed U-Pu redistribution, which is a consequence of this, raises the question of long-range redistribution of U-Pu from pore migration. The preferential vaporisation of, for example U, from the advancing surface implies an enrichment of Pu in the solid in front of the advancing pore, which can only diffuse a limited distance in the solid state due to slow diffusion. The higher concentration of Pu at the hot surface implies more vaporisation of Pu at that point, which balances the difference in vapour pressures across the pore. The macroscopic enrichment process is, therefore, limited to the Pu, which initially builds up at the advancing surface, the so-called “bow wave”, and the excess Pu vapour in the pore, akin to zone refinement. The cumulative effect of pore migration on actinide redistribution was calculated to be orders of magnitude smaller than the observed effects, implying that it was not the mechanism responsible for Pu enrichment at the inner surface, which instead might be preferential vaporisation and diffusion along the initial cracks in the fuel before they are healed [84,35,19].

**Thermodiffusion**

Another phenomenon partially responsible for redistribution and restructuring is that of thermodiffusion, also known as the Soret effect, which may occur in the solid or gas phase [14,139]. In the context of nuclear fuel, it is most often associated with redistribution of fuel components in the solid phase and for this reason requires high
temperatures and high-temperature gradients to produce fast enough kinetics and a large enough driving force to be appreciable. It is difficult to separate from the evaporation-condensation mechanism and carrier-gas assisted transport and is considered dominant in very dense solid regions, such as the columnar grain zone where pore migration has removed the initial porosity and cracks and, therefore, reduced vapour-phase transport.

In MOX, thermodiffusion in the solid state is considered to contribute to the redistribution of U and Pu. Experiments were performed on U_{0.85}Pu_{0.15}O_2 and U_{0.85}Pu_{0.15}O_{1.98} at up to 2 800 K with linear temperature gradient of 1 500 K cm\(^{-1}\) and found a profile which suggested overlapping effects of U vapourisation and U-Pu thermodiffusion [12,13,14]. In another experiment on (U, Ce)O\(_2\), it was found that Ce is driven up the temperature gradient by thermodiffusion and counteracted by the vapour transport downwards [11].

Often, the lighter elements in fuels are several orders of magnitude more mobile than the heavy elements and so show more pronounced thermodiffusion effects. Such is the case with oxygen moving up the temperature gradient in non-stoichiometric MOX (of which UO\(_{2+x}\) is a special case) [100], and carbon moving down the gradient in uranium carbide fuels [41,129]. The chemical state also influences the efficiency of this mechanism. Sari and Schumacher performed experiments on MOX samples of various U/Pu ratios and oxidations in which vapour phase transport was excluded by coating the samples in Mo [100]. They showed that oxygen is driven up the temperature gradient to varying degrees depending on the degree of oxidation (valence of U/Pu) but not the ratio of U/Pu [100]. Their results are partially questionable due to their technique, however, as they noted in their analysis, the metallic coating used to prevent vapour developing might be interfering with a thermoelectric effect which may be present in the normal fuel operation [45,70].

Modelling of high-temperature restructuring and redistribution processes

Modelling of the restructuring and redistribution phenomena includes matter transport driven by thermodiffusion, stress gradients, non-congruent vapourisation, and sintering. As of the time of this report writing, there does not appear to be a model which accounts for the interplay of these phenomena completely, which should then predict pore migration, central void growth and redistribution simultaneously and self consistently. Reasons for this may be the complexity of the problem, the range of length scales which must be considered (micrometre to centimetre), and frequent lack of basic material data (chemical diffusion or thermodiffusion coefficients) that such models require.

Higher burn-up effects

The high burn-up structure in oxide fuels

A word must be said about a more radical microstructural change first coined as the RIM effect because it was initially observed in the periphery of UO\(_2\) fuels [90]. This phenomenon is seen in all types of oxides both Pu-bearing Mixed [Pressurised Water Reactors (PWRs) or Fast Reactors (FRs)], Oxide Fuels (MOX) or UO\(_2\) fuels below 1 273 K but at elevated local burn-ups (greater than 60 GWd/Mt). It first generated interest because of the characteristic radical change in the microstructure it brought about and concerns that this might lead to extensive fission gas release. Although the oxide retains its original fluorite structure as demonstrated by electron nano-diffraction [74,115,76,95],
the original grain size which is usually between 5 µm and 20 µm for sintered material is found in the 200 nm to 1 µm range following the transformation. It is also accompanied by the formation of micron size fission gas bubbles as seen in Figure 2d, although there is still debate about whether these bubbles precede or are a consequence of the restructuring process [113]. Other revealing TEM observations were instrumental in setting up scenarios for explaining this spectacular transformation. Nogita and Une [74] estimated the dislocation density in regions immediately adjacent to completely restructured zones. Their estimates led to extremely high values (5-6x10¹⁴ m⁻³) in un-restructured original grains and also found that within the new submicron grain structure, the interior of the grains showed no signs of the presence of dislocations or dislocation loops. The other finding confirmed in [115] was that nano electron diffraction revealed a random orientation of the new nano-grain structure. These observations led Nogita and Une [74] to suggest that this was a case of dynamic recrystallisation. The driving force for this is accumulation of radiation damage as fission events are assumed to lead to the formation of dislocation loops and vacancy clusters. Biased attraction of interstitials in comparison to vacancies for loops leads to their growth and eventually to the formation of dislocation networks. On the other hand, vacancies tend to form clusters in which fission gases in particular are likely to accumulate. In the authors’ scenario, dislocations then reorganise into subdivided grains with high angle boundaries that constitute the nuclei for the subsequent recrystallised structure. At a critical damage level, recrystallisation occurs as a result of which defects and fission products are swept out and fission gases gather in micron size agglomerates. Another interesting finding which supports this interpretation is the fact that restructured grain regions are actually quite stable in the event of a continued burn-up increase and also that the restructured grain sizes appear to be dependent upon the temperature at which the transformation occurs [80]. In restructured MOX agglomerates that had operated at temperatures up to 1 273 K, grains of up to 1 µm in diameter have been observed whereas smaller grains are observed at the periphery of UO₂ fuels at high burn-up that operate at 673-773 K. This temperature dependence is typical of dynamic re-crystallisation. Also, the stability of restructured grain with burn-up may be an indication, as suggested in [134], that the sink efficiency of grain boundaries of small size grains has become predominant over the sink efficiency of internal sinks. Wiedersich indicates that the sink efficiency of grains with sizes between 100 nm and 1 µm is equivalent to that of dislocations at densities between 10¹⁵ and 10¹⁶ m⁻³ [134]. Based on different observations of similarly restructured regions, some authors favour a polygonisation mechanism to explain the reduction in grain size. Indeed, Ray et al. [95] observed diffraction patterns of restructured regions corresponding to low angled boundaries. Whatever the actual mechanism for restructuring interpretations always invoke the build-up of radiation damage [66]. A polygonisation mechanism is also supported by surface studies of ion irradiated single crystals [65,34].

Despite converging observations, other explanations for fuel restructuring have been suggested involving the role of so-called planar defects [51] that are not systematically reported or of high local stresses around pre-existing pressurised fission gas bubbles [113]. Other possible effects that have never really been studied analytically concern the role of fuel chemistry and oxygen redistribution and activity. There are indications for instance [80] that the local plutonium content may be essential in controlling fuel restructuring. Also, to conclude this section, recent characterisations of very high burn-up material (83 GWd/Mt) show restructured regions extending about 100 µm into the fuel pellet whereas previous
studies reported restructured regions more than three times as thick \cite{79,57} at similar burn-ups and under similar irradiation conditions. No satisfactory explanations for these observations are yet available.

Microstructure evolution in research reactor fuel

The main purpose of research reactors is not to generate power, but to provide neutron sources which have diverse applications such as neutron research, fuel and material behaviour testing, radioisotope production, non-destructive testing. Research reactors are usually much simpler and operate at lower temperatures than commercial power reactors. The nuclear fuels for research reactors are much different from those for commercial power reactors and usually come in two geometries: plate and cylindrical types. They generally comprise what is known as the fuel meat and its surrounding cladding. The fuel meat is made up of fine fuel particles homogeneously dispersed in an aluminium matrix. Similar aluminium based alloys are used for the fuel meat matrix and as cladding material whilst different types of fuel particles are encountered in order to satisfy the fuel requirements.

To make a compact core with high neutron flux, many research reactors used high enriched uranium fuel (HEU, i.e., fuels with a $^{235}$U enrichment in excess of 20\%) up to the late 1970s. However, in order to abide by the international non-proliferation treaties, the US Department of Energy in 1978 initiated the Reduced Enrichment for Research and Test Reactors (RERTR) Program. The RERTR Program has developed technologies required to convert the HEU nuclear fuels to low enriched uranium fuels (LEU, i.e., fuels with a $^{235}$U enrichment below 20\%) in research reactors. The main concept of the RERTR is to develop LEU fuels which have identical $^{235}$U densities to HEU fuels. It has been pursued through two approaches: one consists in increasing the amount of LEU fuel particles in the fuel to compensate the enrichment decrease. The other is to develop new fuel particle materials having higher uranium densities than those of existing fuel particles such as UAl$_x$, U$_3$O$_8$, and UZrH$_x$. Because there is a practical limit to the increase in the amount of fuel particles, most efforts were spent on developing new fuel particle materials in the RERTR Program.

$\text{U}_3\text{Si}_2$ fuel particles dispersed in an aluminium matrix was a fuel type developed and qualified up to a density of 4.8 gU cm$^{-3}$ in 1988 \cite{122}. If the volume fraction of $\text{U}_3\text{Si}_2$ fuel particles in the fuel meat approaches its geometrical limit, the irradiation stability of $\text{U}_3\text{Si}_2$ is maintained up to a sufficiently high burn-up level as shown in Figure 7 \cite{28}. However, the burn-up increase of the $\text{U}_3\text{Si}_2$-Al fuel and the radiation damage it entails causes the microstructure to change substantially:

- The first phenomenon is the formation of an interaction layer between the $\text{U}_3\text{Si}_2$ fuel particles and the aluminum matrix which grows through radiation induced or enhanced diffusion controlled processes. Because the thermal conductivity of the interaction layer is less than that of the surrounding aluminium matrix, the overall conductivity of the fuel meat decreases with burn-up.

- The second phenomenon is the porosity change in the fuel meat which is due to two mechanisms. The unirradiated fuel meat contains voids left over from the manufacturing process which are liable to accommodate fuel swelling which occurs in the early stages of the irradiation process. As a result, the porosity in the fuel
meat decreases in the beginning. As irradiation proceeds, fission gas bubbles nucleate and coalesce thus affecting the pore size distribution. These processes are controlled by the apparent diffusivity of gas atoms and defects which are affected by temperature, fission density, fission gas resolution and trapping. The formation and coalescence of fission gas bubbles induces a degradation of the thermal conductivity of the fuel. In addition, the growth of fission gas bubbles into larger ones induces extensive fuel swelling. Hence, it is favourable to keep bubble sizes as small as possible from the viewpoint of fuel performance and integrity. Fortunately, reasonably small stable bubbles develop in $U_3Si_2$ fuel particles even at high burn-ups as shown in Figure 8, except in some extreme cases [54].

- The third phenomenon is the radiation induced amorphous phase change which may result in changes in fission gas diffusivity and fuel plastic flow rates for large swelling values. While it was widely recognised that $U_3Si$ becomes amorphous at intermediate burn-up levels under irradiation, it was thought that $U_3Si_2$ remained crystalline under irradiation. Recent observations have revealed that $U_3Si_2$ can also become amorphous [28].

Despite these phenomena, the integrity of $U_3Si_2$-Al fuels has been observed under most normal operating conditions in research reactors.

**Figure 7. Fuel particle swelling of uranium silicides [28]**

The microstructural evolution in research reactor fuels has been a big concern when the international study started on new research reactor fuels in 1996, which had much higher uranium density than $U_3Si_2$. One of the most promising candidates is the U-Mo alloy fuel dispersed in an aluminium matrix and the monolithic U-Mo alloys. The U-Mo dispersion fuel showed a good performance up to a certain burn-up but an unexpected
breakaway swelling occurred at a high burn-up [43]. Post-irradiation examinations (PIE) correlated the unexpected breakaway swelling to the interaction between the U-Mo fuel particles and the aluminium matrix. Figure 9 shows the resulting microstructure with large pores. The unexpected breakaway swelling in U-Mo fuel is affected by various factors such as high fission rates, temperatures and burn-ups. Two options have been investigated to suppress the growth of an interaction layer between the U-Mo fuel particles and the aluminium matrix: one is to add at least 2 wt% silicon to the aluminium matrix. The irradiation test and PIE revealed that this decreased the growth rate of the interaction layer whilst guaranteeing the irradiation stability of U-Mo fuel even at high burn-up. The other is to coat the U-Mo particles with oxides. The oxide coating may work as a barrier to diffusion thus limiting interaction layer growth.

Figure 8. Fission gas bubble morphology in U₃Si₂ (96% burn-up) [28]

Figure 9. RERTR 4, mini-plate V6022M, U-10Mo, average burn-up 82% [43]

Dark areas correspond to fission gas containing pores, grey spherical structures are what remain of the original UMo fuel particles, surrounding lighter areas indicate the development of an interaction layer between the original fuel particle and the matrix.

Such microstructural changes in research reactor fuels were described using a combination of diffusion equations and correlations based upon experiment. The Dispersion Analysis Research Tool (DART), the main purpose of which is to predict fission-product-swelling in aluminium dispersion fuel, is the representative code in this field [96]. It calculates the closure of as-fabricated pores by accommodation of fuel particle swelling, interaction between fuel particles and aluminium matrix, amorphisation,
and recrystallisation. The resulting information on microstructure evolution is used for predicting macroscopic swelling and the thermal conductivity of fuel.

The microstructure evolution in U-Mo/Al dispersion fuel was also investigated using a phase-field model, which uses the free energy of a system to describe a system state [82]. Figure 10 shows the simulated microstructure of RERTR-3 V03 plate at 37.6% burn-up. It has 14.4% of unreacted Al matrix, which is very similar to a measured value, 17%. The simulated microstructures were used for evaluating thermal conductivity degradation as a result of the growth of an interaction layer.

**Figure 10. Simulated microstructure of V03 plate at EOL by phase field model [82]**

![Simulated microstructure of V03 plate at EOL by phase field model](image)

To study the effect of adding silicon to an aluminium matrix in U-Mo fuel, the Bozzoli-Ferrante-Smith (BFS) method was applied to Al/U-Mo interface modelling [31]. It calculates the minimum amount of silicon addition for the diffusion barrier to be effective as shown in Figure 11. It is important to optimise the silicon content in U-Mo fuels because silicon is detrimental to the reprocessing process. The BFS method can be used to evaluate alternatives to silicon addition: silicon coating, zircaloy matrix, and carbon coating.
Figure 11. Composition profiles of the computational cells at U-Mo/Al interface at 450K [31]

An attempt at rationalising some of these observations based on separate effects experiments and atomistic scale modelling

**Basic radiation damage processes and dislocation loop formation**

**Experimental results**

In-reactor radiation damage mainly proceeds from the slowing down of fission fragments which induces both electronic excitation and ballistic effects although the material appears to be more sensitive to ballistic damage [77] in the range of stopping powers associated with fission fragments. This of course does not preclude that electronic excitation may have a substantial impact through modification of defect charge or mobility under irradiation as seen in other oxide systems [55].

Experimentally, fission fragment induced damage was studied by Whapham and Sheldon [132] who reported a number of interesting findings. Following low-dose irradiations of UO2 samples, corresponding to fission densities four orders of magnitude less than the smallest fission density in Cornell’s [21] study, the authors observed the presence of small interstitial type dislocation loops (lying on {1 1 0} planes and with a Burgers vector of a/2 <1 1 0>) 2.5 nm in diameter. These dislocation loops quickly grow upon continued irradiation and eventually constitute a dislocation network. Some of these
findings were later confirmed by Soullard [110] in samples irradiated at slightly higher fission densities. The average dislocation loop size was nearly double (although difficulties were encountered due to the small loop sizes) that found in [132]. But in addition to the $\frac{a}{2} <1 1 0>$ loops, $\frac{a}{2} <1 1 1>$ loops are also reported; the latter corresponding to planes containing empty octahedral sites in which there is therefore some room to accommodate a stoichiometric array of uranium and oxygen atoms. The size distribution derived from TEM analyses showed a quasi-constant dislocation loop density between $5 \times 10^5$ fissions cm$^{-3}$ and $3 \times 10^{16}$ fissions cm$^{-3}$ [110]. The author’s favoured explanation for this is, as commonly assumed in the case of fission gas bubbles, fission spike induced resolution. We will see below that the author’s second explanation which involves annihilation with vacancies produced through the fission process should by no means be overlooked. The last feature we should like to comment upon in relation to this work is the high radiation resistance of UO$_2$. Soullard evaluated (based on a BCA estimate) that circa. Twenty-seven thousand uranium Frenkel pairs were formed at each fission event. And the fact remains that UO$_2$ preserves its crystal structure despite the level of ~2000 dpa readily reached in the periphery of a high burn-up oxide fuel.

For sake of completeness, three other types of studies should be cited in relation to radiation damage of a slightly different kind to that induced by fission fragments: they concern $^{238}$Pu doped [48] or ion-irradiated UO$_2$ [99,101,108]. Regarding the former type of study $\alpha$-decay of $^{239}$Pu induces relatively high levels of radiation damage presumably through the ~100 keV recoil nucleus mainly. When observed after different storage times, dislocation loop formation and growth is clearly characterised which the authors interpret based on a rate theory model in terms of loop movement and coalescence and radiation induced resolution. This work focuses mainly on dislocation loop behaviour and no helium bubbles are reported. Following either 390 keV Xe or 300 keV Cs implantations, Sabathier et al. [99] describe a sequence of dislocation loop formation and growth and a change of the microstructure towards a dislocation network at fluences of $10^{15}$ ions cm$^{-2}$ and $10^{16}$ ions cm$^{-2}$ which is similar to that reported in neutron irradiated material [132]. By contrast in 7 keV He [101,61], irradiated samples, a regime of dislocation loops is observed when at similar fluences of ions characteristic of fission products, a dislocation network readily forms. This is quite obviously the result of the vastly differing radiation damage these two types of ions (7 keV He and 300-400 keV Xe or Cs) induce in the material.

Finally, the ion irradiation study presented in [108] also clarifies the susceptibility of UO$_2$ to electronic excitation effects in comparison to ceria and for several high electronic stopping powers. Ion tracks are characterised in ceria and uranium dioxide and as expected, in the high electronic stopping power ranges (between 15 and 30 keV nm$^{-1}$), uranium dioxide is much less susceptible to radiation damage than the more insulating cerium dioxide. For electronic stopping powers of roughly 20 keV nm$^{-1}$, the average track diameter is less than two nanometres in UO$_2$ as opposed to 7-8 nm in ceria. The other interesting finding is the fact that the scenario involving the build-up of a tangled dislocation network from dislocation loops is also observed following a 210 MeV Xe irradiation. It illustrates that this observation is not dependent upon the cause of radiation damage but a general mechanism through which the material accommodates this damage that could constitute a key stage in the evolution of the material towards a fully re-crystallised microstructure (see the high burn-up effects section above).
Modelling

One of the most striking recent evolutions in fuel studies has been the wide spread development of modelling techniques at the atomic scale. Molecular dynamics based on empirical potentials in particular has extensively been used whether in relation to the study of radiation damage or not [39,71,124,37,60] as examples of applications. In the context of radiation damage studies it gives an insight into basic damage processes at scales in the main inaccessible to experiment. Before we look at what those techniques have revealed in relation to this, it should be noted that Monte-Carlo (MC) or analytical applications within the BCA can also provide essential insight into how energetic particles slow down in the material and how the subsequent damage is spatially distributed. The question is quite relevant to nuclear fuels because of the very high energies of fission fragments. Based on the BCA and recognising the fractal nature of collision cascades, Siméone and Lunéville [106], have defined a subcascade threshold energy Ec which represents the energy of, in the main, spatially separate subcascades into which a high-energy displacement cascade brakes down into. Intuitively, this energy can be seen as the energy for which the average distance travelled between two collision events is equivalent to the size of the subcascade. It is shown to depend upon the atomic number and the threshold displacement energy of the atoms it contains. Calculating Ec for UO₂ yields 25 keV using an atomic number averaged out to take into account composition and a 40 eV threshold displacement energy for U atoms [112]. Applying their theory to diatomic targets is still in progress but encouraging signs stem from the fact that this value is in good agreement with empirical potential molecular dynamics simulations of high-energy displacement cascades in UO₂ [125,62].

This latter modelling technique indeed provides details of the material’s response to energetic ions and the previous comment justifies studying the effects of U recoil atoms in the 10 keV energy range. Van Brutzel et al. [126] have shown that a cascade develops in three distinct stages the first of which involves high-energy binary collisions and lasts a few tenths of picoseconds. As the recoil energy is deposited in the material, a thermal spike develops characterised by the short range movement of a large number of atoms within a roughly spherical volume which extends at the most over a diameter of approximately 5 nm for a 10 keV cascade. This lasts 1 to 3 ps. Then, as the heat is dissipated in the material, the zone affected by the thermal spike re-crystallises and reassumes, to a large extent, its original configuration, bar a few residual defects. It is interesting to note that above 10 keV, the recombination fraction (defined as the fraction of displaced atoms that settle at an ordinary lattice site once equilibrium is reached once again) reaches 90% for uranium atoms and circa 99% for oxygen atoms [62], in line with the high radiation resistance of this material. Defects are also mostly produced in stoichiometric composition as would be expected considering the fixed charged models that are employed and the fact that oxygen defects are rather mobile on the scale of the MD simulations; as a result of which, they are seen to recombine to form stable neutral clusters [62]. Finally, over a wide range of PKA energies, a majority of residual defects are found in defect clusters (circa 70% between 1 keV and 10 keV). This proportion appears to be little dependent upon temperature. Uranium defects are immobile at the temperatures studied on the scale of the simulations which would point to the fact that clustering may occur as a result of purely a-thermal radiation processes. At the end of the
re-crystallisation process, vacancies are found at the centre of what was the molten region whilst interstitials appear at the periphery of that area.

The last point in this section regards the effects of damage accumulation. Again, if the presumed cascade decomposition effects are correct, then the 7 000 keV deposited through nuclear collisions per fission event will lead to circa 700 10 keV cascades. In a volume corresponding to a cube with edges approximately 6 nm long, considering also a typical fission rate of $10^{19}$ fissions m$^{-3}$, 10 keV cascades will develop in approximately the same region of fuel every 10 minutes. Hence calculating cascade overlaps even though long time scale recombination is not taken into account is probably relevant. Van Brutzel et al. [126] and Martin et al. [61] report such calculation results. The authors analysed calculation results in terms of defect clustering and in [61] it is shown that cascade overlapping of thirty-six 10 keV events induces the growth of a large cluster containing roughly 200 vacancies and extending over a region approximately equivalent to the volume of a sphere 2 nm in diameter. The other point noted in [61] is the fact that the interstitial defects that appear at the periphery of the cascade eventually cluster to form small imperfect interstitial dislocation loops in $\{111\}$ planes approximately 5 nm in diameter as reported above [111]. Such defect clustering observations have also been made in metals and the clustering processes studied. Kapinos and Bacon [49] suggest the vacancies cluster as the solid-liquid interface advances during the cooling stage of the cascade event, thus sweeping vacancies ahead of it. Whether the mechanism via which interstitials appear is akin to a dislocation punching is still a matter for debate, as is the role of the ballistic phase of the cascade upon the number of surviving defects [23]. However, the basic scenario whereby vacancies form small spherical like aggregates and interstitials dislocation loops is shown to be plausible and corroborates the experimental data.

**Bubble nucleation and growth studies**

**Bubble nucleation studies**

It appears that insoluble fission product nucleation as reported extensively in previous sections results from this production of virtually stoichiometric vacancy and interstitial aggregates. In situ TEM experiments have recently been reported involving 390 keV Xe ion implantations in UO$_2$ thin foils irradiated at 873 K over fluences ranging between $3 \times 10^{12}$ ions cm$^{-2}$ and $7 \times 10^{14}$ ions cm$^{-2}$ [69] (experiment carried out at JANNUS-Orsay). The results show that small 1 nm size bubbles appear gradually at a fluence of $6 \times 10^{12}$ ions cm$^{-2}$; the bubble density stabilises at roughly $4 \times 10^{23}$ bubbles m$^{-3}$ beyond a fluence of $10^{14}$ ions cm$^{-2}$. There are striking similarities between these results and those of Cornell [21]. Cornell and subsequent workers reported bubble densities for samples irradiated at similar temperatures of between $10^{23}$ bubbles m$^{-3}$ and $4 \times 10^{23}$ bubbles m$^{-3}$ in low burn-up samples.

Fission product concentrations of approximately $10^3$ at.\% can be inferred from burn-up levels reported by Cornell, compared to a xenon concentration of between $10^4$ at.\% and $10^5$ at.\% in [69]. The higher value corresponds to the concentration levels at which the bubble density appears to level off. Bubble sizes are also similar although Cornell reported larger ~2 nm size bubbles. However, Cornell's data concerned slightly higher temperatures, probably higher cumulated damage levels and longer irradiation periods all conducive to bubble growth. Figure 12 shows a TEM micrograph of such a sample implanted with Xe atoms at 873 K. The figure shows small bubbles lying in straight lines.
5 to 6 bubbles long. Because the nuclear energy losses are largely predominant under the ion irradiation conditions studied here, this observation seems to disprove the repeated claim [8,21,85,119] that bubbles form in fission fragment tracks in regions where electronic excitations predominate. Although no clear explanation can yet be provided for this observation, it does illustrate that controlled irradiation experiments can at least shed new light on old assumptions.

Figure 12. TEM micrograph of bubbles lying in straight lines following an irradiation with 390 keV Xu ions at 873 K, fluence 2.10^14 ions cm^-2 and under overfocused beam conditions [33]

At this stage, it becomes necessary to look at other ion-irradiation experiment results in order to identify the probably similar causes explaining the emergence of a steady-state nano-bubble size distribution in both neutron and ion irradiation experiments. To this end, we turn to the Xe, Cs and He implantations studies reported above [99,61]. In addition to the dislocation structure, it was found that following annealing at 673 K and 873 K for 20 minutes, nanometre size aggregates appeared in both the Xe or Cs implanted samples and at densities universally reported (10^{23}-10^{24} bubbles m^{-3}), whereas no bubbles were observed even following annealing up to 1 023 K in helium implanted samples. As mentioned in [61], this points to chemical effects or indeed foreign atom concentrations having only a marginal impact on the initial size distribution of aggregates and conversely the level and nature of radiation damage playing a key role. Indeed a 7 keV He irradiation will generate U cascades at maximum energies of 200 eV, which based on a Threshold Displacement Energy (TDE) of 40 eV for U atoms will probably only lead to isolated Frenkel pairs; whereas a 390 keV Xe or a 300 keV Cs irradiation will produce damage cascades with maximum energies of roughly 180 keV that abide by the phenomenology described in the modelling section above. If one recalls the scenario which MD simulations provide (see Modelling Section above), it is quite natural to assume that the overlap of elementary cascades will lead to formation of nanometre size vacancy clusters that will act as sinks at which foreign, insoluble elements, will readily eliminate thus constituting a stable aggregate population. This is the exact definition of a heterogeneous nucleation mechanism i.e., a mechanism in which insoluble elements eliminate at defects in the crystal structure. In addition to constituting a credible explanation for ion-irradiation experiment results, it would also provide a reason why metallic fission product aggregates are so often found associated with rare gas bubbles. Metallic fission products just segregate at the same sinks as rare gas atoms because they
are insoluble. This mechanism differs substantially from that usually referred to in relation to nucleation in the wake of fission fragments which is often mentioned in the context of electronic excitation effects.

Another reported observation [132,110] that could be an indication of the necessary presence of insoluble atoms to stabilise vacancy aggregates is the fact that at low fission densities the dislocation loop distribution quickly reaches a steady state before loop growth resumes at higher fission densities. Indeed the initial dislocation loop distribution may be regarded as resulting from a radiation damage process. The vacancy aggregates which may be seen as the dislocation loop counterpart will act as sinks at which additional interstitials will annihilate until the foreign insoluble atom concentration is sufficient to stabilise the bubble nuclei. Once this concentration is reached and the nanometre size aggregates no longer act as sinks for migrating interstitials, the dislocation loops continue to absorb excess interstitials and loop growth resumes. This would suggest that if the nature of the damage is adequate (i.e., under displacement cascade conditions) then nucleation will indeed occur if foreign elements are present to stabilise the vacancy aggregates that are a basic consequence of the radiation damage process.

In conclusion, the dislocation loop and indeed the bubble size distributions and their evolution with dose are therefore probably dictated to a great extent by the radiation damage processes so long as the foreign element concentration exceeds a threshold value.

Why a steady-state bubble size distribution is established at temperatures below circa 1 273 K is still a matter for investigation. Also if vacancy clusters actually exist, they would be thermodynamically unstable because of surface tension effects. The question would remain as to whether they are kinetically stable, at what temperature and what concentrations of foreign insoluble elements are required to stabilise them.

**Xenon content in bubbles**

Assessing or validating models based on rate theory also requires ascertaining the quantity of rare gases that are liable to segregate to bubbles. X-Ray Absorption Spectroscopy (XAS) experiments at the xenon K-edge [32, 59] have been shown to enable this. A methodology has indeed been developed to characterise the pressure in ion-implanted specimens. This method is based on determining the local environment of xenon atoms and in particular the average Xe-Xe distance. The results of low-temperature (circa 5 K) characterisations of xenon implanted samples at fluences and energies such that the xenon concentration remained roughly equal to 2 at.% over 150 nm, showed that the Xe-Xe distance was of the order 3.97 Å as opposed to 4.34 Å had the xenon crystals been uncompressed at that temperature. Asaumi’s equation of state for xenon [7] at low temperature enabled the xenon pressure within the aggregates to be estimated at 2.7 ± 0.3 GPa at 5 K in samples annealed for 30 minutes at 873 K. Further annealing for 12 hours showed the pressure dropped to approximately 2 GPa. An estimate may then be given of the fraction of gas contained in bubbles [99] based on TEM results of samples implanted and annealed under similar conditions. This estimate shows that less than 5% of the sample’s gas content is contained in bubbles visible using TEM. A similar methodology has been applied to samples implanted at 10\(^{17}\) ions cm\(^{-2}\) with 400 keV krypton ions (corresponding to roughly 4 at.% average concentration) and annealed at 873 K for 12 hours. The pressure was estimated at 12 K at approximately 2.2 GPa confirming the very similar behaviour of Kr and characteristics of Kr bubbles. Thus, TEM and XAS at the rare gas K-edge are indeed
most complementary techniques, the development of which on neutron irradiated material would most enhance our knowledge of bubbles formed under those conditions.

**Example of bubble growth studies**

A last example of what may be obtained from ion irradiation experiments is given in the guise of a TEM thin foil implanted with 400 keV Xe ions to fluences $7 \times 10^{15}$ ions cm$^{-2}$ such that the average concentration in the foil reached approximately 0.5 at.%. Figure 13 is a TEM micrograph of the foil following annealing at 1 773 K for 2 hours under a reducing atmosphere: dislocations have formed a network that separates the initial grain into smaller ones. Figure 13 also shows the presence of bubbles within the domains delineated by the dislocation structure. However, these bubbles (1-3 nm in size) remain small in comparison to those lying at the interfaces between two regions, most of which are faceted and have grown to sizes in the region of 20 nm. These observations are well in line with those carried out by Whapham and Sheldon [132] on neutron irradiated material further demonstrating the usefulness of ion irradiation experiments to develop model systems on which mechanisms can be studied without the difficulties associated with handling active material. It also suggests a scenario for gas to be released to grain boundaries during a power ramp or out-of-pile annealing experiments. The coarsened bubble network lying on the rearranged dislocation network would suggest higher transport properties at those dislocations and hence enhanced gas migration along the dislocation until it intersects a free surface or a grain boundary, in line with recent MD simulations [40] of Xe diffusion at dislocations in UO$_2$. The paradox outlined previously (large release fractions that are not predicted from standard rate theory approaches) could possibly be resolved considering that gas atoms have much less distance to travel to dislocations than to the grain boundary if no network was present.

**Figure 13. TEM micrograph of bubbles lying along dislocations and a restructured dislocation network as a result of annealing at 1 773 K for 2 hours**

The thin foil was irradiated at a dose of $7 \times 10^{15}$ ions/cm$^2$ with 400 keV Xe ions. Note also the faceted nature of the bubbles [33].

**Bubble stability**

In this section, we look at certain aspects of the temperature and irradiation stability of rare gas bubbles guided by the paradox outlined above pertaining to in-pile and out-of-pile rare gas release from nuclear fuels. To this effect, a brief review is given of what first principles *ab initio* calculations based on Density Functional Theory (DFT) can contribute in relation to solubility of rare gases in UO$_2$. Then, we look at a few issues relating to the
radiation stability of rare gas bubbles investigated both using ion beams and MD simulations.

**Rare gas solubility using first principles**

One of difficulties related to modelling actinide compounds lies in the strong correlations between f-electrons. Unfortunately DFT in its standard formulation is not particularly well suited for this and a substantial effort has recently been devoted to improving our description of these strong correlations in a number of actinide compounds both using hybrid functionals [52] [91-93], [98,46] and the so-called DFT+U approximation [5,6] [24,25], [67,27]. In addition to providing an improved description of the electronic structure of actinide oxides, this latter approximation has further been demonstrated in UO$_2$ to yield defect formation and migration energies that tally well with diffusion experiments in UO$_2$ [27] carried out under controlled oxygen potential. Note that in general, the DFT+U approximation provides energies which are much closer to available experimental data than standard DFT [25-26]. Incorporation energies of Xe and Kr at various defect sites have been evaluated using DFT in the past and results initially suggested very low solubility.

**Table 1. Kr and Xe incorporation energies in eV, using either standard DFT [22,29,16] or the DFT+U approximation [73,33,137]**

<table>
<thead>
<tr>
<th>Octahedral site</th>
<th>U vacancy</th>
<th>Oxygen vacancy</th>
<th>Scotty trio (type 1)</th>
<th>Schottky trio (type 2)</th>
<th>Schottky trio (type 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Kr</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crocombette, 2002</td>
<td>8.9</td>
<td>4</td>
<td>7.1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Garcia, 2012</td>
<td>6.6</td>
<td>2.2</td>
<td>5.3</td>
<td>0.64</td>
<td>1.26</td>
</tr>
<tr>
<td>Freyss, 2006</td>
<td>11.2</td>
<td>13.9</td>
<td>9.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Chartier, 2010**</td>
<td>12.01</td>
<td>5.77</td>
<td>9.14</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Nerikar, 2009</td>
<td>11.11</td>
<td>2.5</td>
<td>9.5</td>
<td>1.38</td>
<td></td>
</tr>
<tr>
<td>Yu, 2009</td>
<td>8.07</td>
<td>5.18</td>
<td>9.01</td>
<td>2.90</td>
<td></td>
</tr>
<tr>
<td>Garcia, 2012**</td>
<td>9.48</td>
<td>3.84</td>
<td>6.89</td>
<td>1.18</td>
<td>1.82</td>
</tr>
</tbody>
</table>

* 24 atom supercell, GGA approximation; ** 96 atom supercell, GGA approximation.

As shown in Table 1, Freyss et al. [29], Chartier et al. [16] had calculated the Xe incorporation energy in a uranium vacancy to be approximately 9.4 eV and 5.8 eV albeit using different calculation parameters (in particular exchange and correlation functionals, cut-off energies and supercell size). Crocombette [22] had estimated the Kr incorporation energy in a uranium vacancy to be 4 eV. Garcia et al. [33] calculated using the DFT+U approximation (calculation details identical to those described in [25]) using occupation matrix control [4,24,47,98], the incorporation energies of Kr and Xe at different defects including three types of Schottky defects. These three configurations depend upon the relative position of the two oxygen vacancies that constitute it. In this work, types 1, 2 and 3 correspond to oxygen vacancies in $<1 0 0>$, $<1 1 0>$ and $<1 1 1>$ directions, respectively.

This table illustrates that more recent methods tend to yield lower Kr and Xe incorporation energies. It is confirmed that Schottky defects, as pointed out in earlier work [39] tend to yield the lowest incorporation energies for fission gases. At circa 1.2 eV
for xenon and even more so at a few tenths of eVs for Kr, these incorporation energies could point to thermal re-solution as playing a role in the high temperature removal of fission gasses from within the grain to the grain boundaries even in the absence of radiation; assuming of course that Schottky defects of the right type are created in sufficiently large quantities.

**Radiation effects**

We now turn to the radiation stability of fission gas bubbles which constitutes the cornerstone of all fission gas behaviour modelling efforts to date. Recent publications reported on experiments [33] involving thinning UO$_2$ samples down to thicknesses conducive to TEM characterisation. Samples were then implanted on the IRMA accelerator at CSNSM/Orsay with 400 keV xenon ions at fluences of $10^{16}$ ions/cm$^2$ corresponding to an average Xe concentration of approximately 2 at.%. They were further annealed at 873 K under vacuum for 30 minutes which consolidates the bubble population at densities and sizes of roughly $4\times10^{23}$ m$^{-3}$ and 2 nm, respectively. Thin foils were then irradiated with 8 MeV iodine ions at doses of up to $10^{16}$ ions/cm$^2$. Although at 3 keV/nm the electronic stopping power of an 8 MeV iodine ion traversing the thin foil is approximately 7 to 9 times less than the threshold value for track formation in UO$_2$ [135], it is reasonable to assume that at the highest irradiation dose, the material has been impacted at least once by impinging iodine ions. Despite this, no discernable modification of the characteristics of the initial bubble population was detected. Simple experiments could be carried out this way to prove or disprove the single impact bubble dissolution concept.

Empirical potentials MD techniques have recently been employed to investigate the impact of radiation on bubble stability under ballistic and electronic energy loss regimes [44,89,103]. Schwen et al. [103] combined MC simulations within the BCA with empirical potential MD simulations to determine a realistic estimate of Nelson’s re-solution parameter. MC simulations were carried out to determine a detailed recoil spectrum of Xe atoms contained in small fission gas bubbles. MD simulations were used for calculating the effect of recoil energies greater than 200 eV and less than 12 keV, i.e., at energies for which a full MD cascade treatment is probably more realistic than the BCA. Weighting the Xe atom displacement histograms obtained from MD by the MC determined Xe recoil energy spectrum, an estimate of the re-solution probability in Nelson’s model for small 1 nm radius bubbles is given. It lies a factor of 50 below Nelson’s original estimate.

The same authors further investigated inelastic effects again using MD simulations [44]. They first used measured UO$_2$ sputtering yields for different incident ion stopping powers [102] to determine the electron-phonon coupling constant with the so-called Two Temperature Model (TTM) [116]. In this model, the coupling constant is characterised by a free parameter $\lambda$, which determines the efficiency with which energy is transferred from the hot electron sub-system to lattice atoms. Thermal spikes were simulated with MD for different ($\lambda$ dependent) temperature profiles determined from application of the TTM. An optimal value of $\lambda$ was thus determined. Next for this optimal value of $\lambda$, MD simulations of thermal spikes corresponding to different electronic stopping powers were modelled in the presence of small xenon bubbles as a result of which re-solution was noticeable only for stopping powers in excess of
35 keV/nm. Total bubble dispersion was not observed at any of the stopping powers studied.

Both these MD studies [44,103] would suggest that re-solution has only a marginal impact on bubble stability.

**Conclusion and future challenges**

A few of the more striking microstructural features of neutron irradiated UO$_2$ fuels are reviewed. Certain common observations may to some extent be rationalised based on results from more analytical ion irradiation experiments or atomic scale modelling techniques. In particular, it would appear that the initial size distribution of nanometre size fission product aggregates widely reported results from basic radiation damage effects. If damage is induced through displacement cascades then small vacancy aggregates are liable to form and constitute sinks for insoluble fission products. MD simulations offer a greater insight into the possible mechanisms involved. In simulations involving displacement cascades, vacancies are shown to form small voids and interstitial atoms small dislocation loops. Upon further damage, it is thought that these clusters will absorb migrating defects and gas atoms and grow.

It appears also that a number of commonly accepted precepts may be challenged by either analytical experiments or atomic scale simulations. This is the case for fission gas re-solution which is a cornerstone for most fission gas behaviour models. In addition, under out-of-pile annealing conditions, these models are not capable of reproducing the observed levels of fission gas release. A number of mechanisms are suggested based on more recent *ab initio* results or ion-irradiated thin foil annealing experiments to explain these observations but clearly much more work is required if a general theory is to emerge capable of rationalising the plethora of experimental data available. There is overwhelming evidence to suggest that such a theory requires being capable of dealing both with radiation damage effects coupled to foreign insoluble element behaviour. Such models based on rate theory do exist for metallic systems [10,36] and should be applied to actinide oxides for interpreting ion-irradiation experiments quantitatively and neutron irradiations at least qualitatively. Quite naturally atomic scale modelling techniques have a central role to play in this effort since they constitute invaluable tools for determining quantities that are practically inaccessible through experimentation. However, even if the difficulties inherent to developing a coherent modelling approach at several different scales are overcome, there is, of course, no guarantee that the material’s microstructural evolution will result from the behaviour of a single species: the interplay that exists between the oxygen and cation sublattices must be understood and the consequences of this interplay quantified. In addition, there exists very little knowledge of the extent to which the material is susceptible to certain radiation effects specific to insulators.

Finally, more work remains to acquire and understand actinide oxide basic properties since these are necessary for implementing rate theory based models. These properties both under irradiation and thermodynamic equilibrium conditions must be acquired so that progress may be made in the predictive capability of models describing microstructure evolutions over engineering time and length scales.
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Abstract

Nuclear fuel encounters severe thermomechanical environments. Its mechanical response is profoundly influenced by an underlying heterogeneous microstructure but also inherently dependent on the temperature and stress level histories. The ability to adequately simulate the response of such microstructures, to elucidate the associated macroscopic response in such extreme environments is crucial for predicting both performance and transient fuel mechanical responses.

This chapter discusses key physical phenomena and the status of current modelling techniques to evaluate and predict fuel deformations: creep, swelling, cracking and pellet-clad interaction. This chapter only deals with nuclear fuel; deformations of cladding materials are discussed elsewhere. An obvious need for a multi-physics and multi-scale approach to develop a fundamental understanding of properties of complex nuclear fuel materials is presented. The development of such advanced multi-scale mechanistic frameworks should include either an explicit (domain decomposition, homogenisation, etc.) or implicit (scaling laws, hand-shaking,...) linkage between the different time and length scales involved, in order to accurately predict the fuel thermomechanical response for a wide range of operating conditions and fuel types (including Gen-IV and TRU).
Introduction

Fuel materials used in nuclear reactors are exposed to complex thermomechanical processes during their operation and storage resulting in deformation mechanisms such as swelling, creep, pellet-clad interaction (PCI) and cracking. Fuel deformation is clearly one of the important areas, which requires further understanding and model development for new fuel design and qualification programmes. The traditional experimentally-based paradigm requires several decades of development and is simply not a viable option for evaluating the multiple future fuel candidate designs.

Many of the aforementioned fuel mechanical responses are profoundly influenced by an underlying heterogeneous microstructure but also inherently dependent on the operating temperature and mechanical loading. During in-pile operation, the fuel chemical composition and its microstructure are strongly dependent on high-temperature gradients, neutron irradiation, transmutations and formation of fission products. In turn, these environmental factors affect the fuel chemistry (e.g., electronic excitations modifying the chemical bonds or fission and transmutation reactions altering the chemical composition), the fuel thermomechanical properties (e.g., irradiation creep or fuel cracking) and the fuel microstructure (e.g., nuclear interactions with neutrons and fission products inducing atomic displacements and disturbance of the crystallographic structure; irradiation effects changing and damaging the microstructure). Given these complicated processes, nuclear fuel is constantly transforming during its life (reactor operation and storage), but most of our present understanding and modelling of fuel deformation mechanisms remains empirical, and cannot be easily extrapolated to new fuel compositions, environments, or operating conditions. This is partly due to the fact that basic underlying mechanisms governing swelling, creep, PCI and cracking for this complex material remain for the most part poorly understood.

Figure 1 shows the results of a PIRT (Phenomena Identification and Ranking Table) process for identifying key phenomena associated with fuel deformation [12,81]. Both normal and abnormal situations are included in this figure. These phenomena are ranked based on both their importance and the current state of knowledge. What Figure 1 intelligibly shows is that items located in the upper right corner are the ones with the most impact per resource allocation on fuel deformation. It clearly appears that the most influential features are in fact associated with fission products, irradiation effects and fuel microstructure evolution.

As it will be discussed in the following of this chapter, numerous investigations have been conducted over the past 20 years and various mechanistic codes and models (mostly continuum) have been developed in an attempt to address and study fuel mechanical behaviour under various conditions (steady or transient). Table 1 summarises a brief list of representative mechanistic codes and their application. These codes generally consist of three main components [3]:

- a thermal analysis part dealing with the temperature distribution and the inventory of fission products within the fuel;
• a mechanical analysis part treating the mechanical interaction between pellet and cladding, and the stress and strain state in the fuel pellet and cladding;
• a material properties section referencing materials property libraries.

Figure 1. PIRT

<table>
<thead>
<tr>
<th>System</th>
<th>Operational or design issue</th>
<th>Phenomena to be controlled</th>
<th>Mechanism to be understood</th>
</tr>
</thead>
<tbody>
<tr>
<td>LVVR</td>
<td>Under normal operating conditions: Limitation of pressure inside the fuel</td>
<td>Pin gas release, Swelling (gaps collapse)</td>
<td>Pin gas transport and precipitation</td>
</tr>
<tr>
<td></td>
<td>Under accidental conditions: Limitation of the pin gas release</td>
<td>High burn-up structure formation that can lead to large pin gas transport and actinide dispersion</td>
<td>Effect of irradiation on microstructural transport of constitutive elements and solid PP’s</td>
</tr>
<tr>
<td>HTR</td>
<td>Under normal conditions: Limitation of mechanical loading of the coatings and PP’s escape</td>
<td>Pin gas and CO pressure in the particles, Chemical interactions between PP’s and coatings elements</td>
<td>Fission product speciation in UO2 kernel and coatings</td>
</tr>
<tr>
<td>GFR</td>
<td>Know the operating limit temperature of U and Pu carbide fuels</td>
<td>Carbidic dissociation/Pu evaporation</td>
<td>Thermo chemical stability through phase diagram calculations</td>
</tr>
<tr>
<td></td>
<td>Prediction of fuel element geometrical changes</td>
<td>Swelling of carbides</td>
<td>Thermo chemical stability through phase diagram calculations</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Irradiation damage/fission gas transport and swelling porosity/leak</td>
<td>Thermo chemical stability through phase diagram calculations</td>
</tr>
<tr>
<td>SFR</td>
<td>Know the operating limit temperature of oxide fuels containing minor actinides</td>
<td>Thermo chemical stability of oxides with minor actinides</td>
<td>Impact of minor actinides on phase diagram/actinide and O redistribution</td>
</tr>
<tr>
<td></td>
<td>Control chemical interaction between fuel clad and thermal bond</td>
<td>FPF’s compounds formation near the clad</td>
<td>Thermo chemical stability of FPF’s compounds. FPF’s migration in the clad</td>
</tr>
<tr>
<td>All fuel types</td>
<td>Under accidental conditions, limit the source term</td>
<td>FPF’s release and fuel behaviour</td>
<td>Thermo chemical stability of FPF’s compounds. FPF’s migration in fuel and coatings/swelling/leak</td>
</tr>
</tbody>
</table>

All these codes present diverse models with various degrees of refinement for the evolution of a variety of microstructural descriptors ranging from intragranular fission products transport to grain growth. The general strategy adopted for these codes is to lump various characteristics of the microstructure into effective properties or empirical laws and solve a set of coupled differential equations describing the coupled physics of the system. Although these codes are reasonably successful in predicting the fuel mechanical response where the empirical correlations are valid, as it was pointed out in the above, this response is impacted by sub-continuum phenomena. Improvements in this modelling approach are possible and require lower length scale modelling tools. These models span all time and length scales starting from the nuclear and electronic structure, to the atomistic and grain level and finally to the continuum level. Figure 2 illustrates this multi-scale paradigm. Such an approach brings further fundamental insight into the understanding of the physical, chemical and mechanical behaviour of nuclear fuel under various conditions (high temperatures and irradiation).

This chapter seeks to demonstrate the capabilities and challenges associated with modelling nuclear fuel deformation, both in terms of the current state-of-the-art and ongoing efforts to improve predictive modelling capabilities. In particular, in the reminder of this chapter, we will review various aspects of fuel mechanical deformation (creep, swelling, cracking, and PCI) in terms of the different mechanisms and physical
phenomena involved and their relevance. The status of current modelling strategies and on-going efforts for each of these deformation modes will be discussed. We will conclude this chapter by presenting future perspectives and research needs for the characterisation and modelling of thermomechanical response of nuclear fuel. Note that this chapter deals with the deformation of fuel materials only. Deformations of cladding materials are discussed elsewhere.

Table 1. Representative mechanistic codes for fuel mechanical behaviour and their application

<table>
<thead>
<tr>
<th>Code</th>
<th>Application</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>BISON</td>
<td>Performance for light water reactor</td>
<td>Newman (2009) [48], Williamson (2011) [80]</td>
</tr>
<tr>
<td>MFPR</td>
<td>Performance for light water reactor</td>
<td>Veshchunov (2006, 2009) [76,77]</td>
</tr>
<tr>
<td>FRAPCON</td>
<td>Performance for light water reactor</td>
<td>Berna (1997) [7]</td>
</tr>
<tr>
<td>FRAPTRAN</td>
<td>Transient behaviour for light water reactor</td>
<td>Cunningham (2001) [18]</td>
</tr>
<tr>
<td>FEMAXI-6</td>
<td>Performance and transient behaviour for light water reactor</td>
<td>Suzuki (2004) [69]</td>
</tr>
<tr>
<td>TRANSURANUS</td>
<td>Performance and transient behaviour for light water reactor</td>
<td>Lassmann (1992) [34], Van Uffelen (2008) [74]</td>
</tr>
<tr>
<td>ELESTRES</td>
<td>Performance code for CANDU fuel</td>
<td>Tayal (1996a,b) [70,71]</td>
</tr>
<tr>
<td>LIFE</td>
<td>Performance for fast breeder reactor</td>
<td>Jankus (1972) [30]</td>
</tr>
<tr>
<td>PLEIADIES/ALCYONE</td>
<td>PWR: Nominal; transient and accidental behaviour</td>
<td>Sercombe (2009) [65], Sercombe(2010) [66], Marelle (2011) [39], Struzik (2012) [68]</td>
</tr>
<tr>
<td>PLEIADIES/GERMINAL V2</td>
<td>SFR : Nominal; transient and accidental behaviour</td>
<td>Lainet (2011) [33], Bouineau(2011) [11]</td>
</tr>
<tr>
<td>PLEIADIES/MAIA</td>
<td>MTR : Nominal and transient behaviour</td>
<td>Marelle (2007) [38]</td>
</tr>
<tr>
<td>PLEIADIES/ATLAS</td>
<td>HTR&amp;VHTR: Nominal and transient behaviour</td>
<td>Michel (2006) [41]</td>
</tr>
</tbody>
</table>

Figure 2. Paradigm of multi-scale modelling for nuclear fuel mechanical behaviour

DFT: Density Functional Theory (ab initio), QMD: Quantum Molecular Dynamics (electronic structure), MD: Molecular Dynamic (atomistic), AMD: Accelerated MD (atomistic), Mesoscale models: grain-level techniques such as Monte Carlo, Phase Field, Mean Field, Continuum: Finite Element-like techniques.
Creep

In material science, creep defines a slow irreversible deformation process under the influence of stresses below the yield stress and has various origins, mechanical, thermal or irradiation. It must not be confused with plastic deformation, which relates to an instantaneous process. In a reactor, thermal creep and irradiation creep produce dimensional changes of the fuel element which can lead to severe deformation and reactor accidents. For long storage times, even if the fuel temperature drops, additional pressure may appear due to the increase of fissions gas products. For instance, for UO$_2$ fuel, the additional pressure could be 1 MPa and 2 MPa after 100 and 300 years, respectively. For MOX fuel, which contains more $\alpha$ emitters, the helium pressure could be significantly higher: 7 and 12 MPa after 100 and 300 years [59]. Moreover, the temperature range is rather large and the duration that one needs to consider is much longer. Therefore, for reactor material design and safety assessment, creep is an important phenomenon that needs to be addressed and modelled.

With time, creep evolution is usually divided into three different stages (see Figure 3): (i) the primary creep presents high amplitude plastic deformation with strain rate that continuously decreases, (ii) the secondary creep or stationary creep is the stage where the strain rate is constant, and (iii) the tertiary creep relates a rapid increase of the strain rate during which the material is strongly degraded and leads to its failure.

Figure 3. Schematic representation of strain as a function of time due to constant applied stress

The primary creep corresponds to a small fraction of the total creep but it contributes more to the total strain at lower temperature and can play an important role on the fuel behaviour in pile during transient event. However, it was very little studied because of the experimental set-up difficulties and the absence of theoretical model. The secondary creep is the most important regime both in terms of time and accumulated strain and often the only one considered in an engineering assessment. Tertiary creep constitutes generally a very short time and therefore can often be neglected.

To summarise the creep behaviour in UO$_2$, Ashby et al. [2] have gathered all the data available at the time in a data map (see Figure 4). This map gives a good overview of the deformation mechanisms, which take place in UO$_2$ during creep. It defines the temperature range at which the different mechanisms are predominant. This map shows that creep is greatly dependent on temperature. Below temperatures $0.4 \ T_m$ (1 000°C for UO$_2$), the material is highly resistant; none or almost no permanent deformation has been measured below the
yield stress. This behaviour is common for most of the oxide materials. Above 0.4 \( T_m \), the oxide creeps with two different regimes according to the level of applied stress, which are separated with a threshold stress noted in the following \( \sigma_t \). At the higher stresses, creep rate follows a power law, which is generally related to a dislocation diffusion mechanism. At lower stresses, creep rate is controlled by cation diffusion and follows a linear diffusion flow law.

**Figure 4. Stress/temperature map for UO\(_2\) with grain size of 10 \( \mu \)m [2]**

To be used for engineering purpose, creep models need to be treated at the continuum level (macroscopic scale). From the standpoint of the continuum representation, solution of the creep problem requires statement of the mechanical equilibrium equations, appropriate constitutive equations for creep behaviour and suitable initial and boundary conditions. A commonly used equation of state representation for primary and secondary creep is provided by the Bailey-Norton law:

\[
\dot{\varepsilon} = A(T)\sigma^n \exp\left(-\frac{E_a}{k_B T}\right)
\]

where \( \dot{\varepsilon} \) is the creep rate, \( A \) a material parameter that depends on the temperature \( T \), \( \sigma \) the applied stress, \( E_a \) the creep activation energy, and \( k_B \) the Boltzmann constant. At applied stresses lower than \( \sigma_t \), the exponent \( n \), is close to 1, this corresponds to the diffusion flow regime. At applied stresses higher than \( \sigma_t \), the exponent ranges from 4 to 7 implying that creep rate is greatly influenced with the applied stress. The creep response of materials is intimately related to microstructural processes that take place inside the material during deformation. These processes are included in the parameter \( A \), which depends on the departure to the stoichiometry, the grain size, the density, and the fission products. Therefore the challenge for modelling is to describe accurately this parameter \( A \).

In the literature, various models [37] have been proposed, however, they all have their restrained domain of application. One way to tackle this difficulty is to have a better knowledge of the physical phenomena involved in creep processes at the microscopic level, which could be approached with different modelling techniques. Table 2 summarises the different physical phenomena involved in creep processes and the modelling techniques with which they are susceptible to be treated.
To our knowledge, few simulations dedicated to creep have been carried out at the microscopic scale. We can acknowledge some work on grain boundary effect [20,50], on dislocation [19,22,52], on diffusion at high temperature [32,26,54], on migration of fission products in the fuel [82,29] [36,63,79], and lattice damage caused irradiation [40,73]. Furthermore, most of the experimental studies available were carried out more than 30 years ago. In the following, we will list the issues that are currently under consideration or that still need to be modelled:

- Influence of stoichiometry: The creep activation energy is very sensitive to the evolution of the stoichiometry [62,64]. An excess of oxygen atom increases significantly the plastic deformation of UO$_2$ and hence increases the creep rate. The value of the threshold stress $\sigma_t$ depends also on the stoichiometry because of the cation diffusion change with stoichiometry [13]. However, the cation diffusion coefficients are still imprecise.

- Influence of grain size: For stresses lower than $\sigma_t$, it is generally admitted that the creep rate is inversely proportional to the square of the grain size [1,10,13]. Conversely, for high stresses, the study carried out by Burton et al. [13] shows an increase of the creep rate with an increase of the grain size. The authors believe that the grain boundaries are acting as sliding barrier, which hardens the material (Cobble creep). No calculation of the grain boundary motion has been carried out yet. However, for big grain sizes, creep is dominated by dislocation motion even for low stresses (Nabarro-Herring diffusion). There is still some controversy about the influence of the grain size on the creep activation energy.

- Influence of density: Several studies [10,27,45] show that the creep rate increases with an increase of the porosity. However, the effect of the pore shape as well as the porosity self-healing intra- and intergranular have not yet been quantified and these parameters are not included in the creep models currently used.

- Irradiation effect: Several studies [16,23] show that creep appears at low temperatures (700-800°C) under irradiation. However, the microscopic physical phenomena behind this behaviour are not yet completely understood. It has been shown that creep decreases if the irradiation with heavy ions increases [17]. Conversely, older studies [55] carried out on spent fuels show that creep rate increases as the burn-up increases. Furthermore, the grain size effect has been studied on creep induced by irradiation but no clear effect arises from these studies [15]. More fundamental knowledge on irradiation effects is still needed to develop accurate model in order to embrace all the effects mentioned above.

- Irradiation effect – Fission products: The fission products as isolated defects or as precipitates reduce the fuel creep [1,9,27]. It is believed that the fission products at the grain boundaries disrupt the diffusion processes. The few available experiment data at high stresses are not sufficient to conclude if dislocation motion is affected by the presence of fission products.
<table>
<thead>
<tr>
<th>Physical phenomenon</th>
<th>DFT</th>
<th>MD</th>
<th>Meso</th>
<th>Exp</th>
<th>PIE</th>
<th>CAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fission products</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Point defects formation/diffusivity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clusters of defect formation</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dislocation loops formation/motion</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Grain boundary motion</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fuel densification</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fission gas bubbles nucleation / growth</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Recrystalisation</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Phase transformation/stability</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>Fission product’s solubility</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

DFT: Density Functional Theory (ab initio), MD: Molecular Dynamics (atomistic), AMD: Accelerated Molecular Dynamics, Meso: Mesoscale modelling (grain-level techniques such as Monte Carlo, Phase Field, Mean Field, Dislocation Dynamics), Exp: Experiments, PIE: Post-Irradiation Examination, CAL: CALPHAD thermodynamic method.

**Swelling**

Accurate estimation of the dimensional changes of ceramic fuels during irradiation is of the utmost importance in predicting the mechanical performance, especially for fast reactor fuel elements. Fuel swelling is mainly due to replacement of heavy metal atoms by fission product atoms. Most of the fission products are solid and their contribution to swelling is commonly considered negligible. However, fission gases are treated separately because they usually coalesce into bubbles within the fuel due to their very low solubility (Xenon, Krypton) and hence impact significantly fuel swelling.

Many individual physical processes contribute to the behaviour of fission gases in nuclear fuels. Each of them is important and needs to be understood in order to model correctly fuel swelling. We list in the following these behaviours and the attempts that have been achieved with different simulations techniques:

- Nucleation of gas bubbles. Either homogeneously by chance encounters of wandering gas atoms or heterogeneously on fission-fragment tracks or dislocation lines. Several atomistic simulations \([46,25]\) but the full picture.

- Growth of gas bubbles by atomic migration of fission gas atoms to existing bubbles. Bubble growth can be affected by the availability of vacancies to permit the bubble to expand as gas is accumulated and by the effects of surface tension and the stress state of the surrounding fuel matrix, which determine the stable size of the bubble \([47,35]\).

- Re-solution of the gas atoms in the matrix \([51,63,24]\).

- Migration of the bubbles, either as a random-walk process in the absence of directed forces acting on the bubble or as biased motion when such forces are present. The forces that act on gas bubbles in solids are generally believed to be
those due to the temperature or stress gradients, or restraining forces due to dislocations and grain boundaries [21].

- Coalescence of bubbles moving either in a random or directional fashion. Only very recently mesoscale simulations have been carried out in this topic [44].

- Interaction of bubbles with the crystal defects (dislocations and grain boundaries). To our knowledge no simulations were done on this topic.

- Release of the fission gases, either to external surfaces such as the central void, cracks in the fuel or the fuel-cladding gap or to internal surfaces such as grain boundaries. Most of the simulations have been done at the mesoscale or in fuel performance codes [48,28,67,53].

**Cracking**

Cracking of nuclear fuel has a direct impact on the release of fission products and thermal conductivity both during normal and abnormal operational conditions but also when spent fuel is used as the final disposal form. Indeed, a network of cracks increases the surface area of the fuel which, in turn, increases the rate at which fission products can leave the fuel and change thermal conductivity conditions. As such, cracking is an essential secondary phenomenon impacting important properties of the fuel. Immediately after the fuel rod power increases and before any significant swelling or creep can occur (see Section Creep and Swelling), a network of cracks due to thermal stresses is induced by the radial high-temperature gradients (a few hundreds Celsius per centimeter) [49].

Figure 5. Cracking of fuel pellet (a) schematic of a fuel pellet with a “hourglassing” shape due to the effect of thermal stresses, (b) macrograph of a PWR fuel pellet cracked by the thermal gradient [4]

As shown in Figure 5, these cracks are either oriented along radial planes passing through the fuel-pin axis (sometimes called θ cracks) or along horizontal planes perpendicular to the pellet axis (z cracks). Fracture orientations originate from the thermal stresses generated by the temperature gradient that exist between the centre (1 200°C) and the outer part (400-500°C) of the pellet. Pellet fragmentation during nominal loading is mainly characterised by radial and axial cracks. A second set of cracks appears during the power ramps (transient loading). Three-dimensional simulation of secondary crack network development is now possible with some fuel performance code [42]. The orientation of these secondary cracks is very similar to that of the primary cracks. The parabolic temperature gradient in the fuel induces tensile stresses in the radial and axial directions in
the outer region of the fuel where the fuel is brittle. In the inner core of the fuel, the thermal stresses are compressive, and therefore no cracking occurs inside.

As explained just above, because of high thermal gradients within the pellet, internal thermal stresses are developing in the fuel. These internal stresses can be evaluated by means of numerical methods (finite elements for example) but a good approximation can be obtained with an analytical solution. With the assumption of constant thermal power, thermal conductivity and thermal expansion coefficient, maximum tensile stresses $\sigma_{\theta,\text{max}}$ are located at the pellet surface and are:

$$\sigma_{\theta,\text{max}} = \frac{E\alpha}{2(1-v)} (T_c - T_S)$$

where $E$ is the fuel Young's modulus, $\alpha$ is the coefficient of thermal expansion, $v$ is the Poisson's ratio, $T_c$ is the centreline temperature, and $T_S$ is the temperature at the surface of the pellet. If one assume that UO$_2$ is a brittle material (at least for temperatures below half of the melting temperature), the fuel pellet will crack when $\sigma_{\theta,\text{max}}$ exceeds the ultimate strength of the fuel $\sigma_{\theta,\text{frac}}$, i.e.:

$$T_c - T_S = 2 \frac{1-v}{E\alpha} \sigma_{\text{frac}}$$

Note that the ultimate strength can vary notably according to the surface quality. For example, if one assumes that the average strength of a typical oxide fuel is about 130 MPa, one would find that the fuel pellet starts to fragment when $T_c - T_S > 100^\circ$ C, i.e. during the first power increase to nominal conditions.

In addition, the fuel pellet is subject to thermoelastic deformation. This is due to the fact that the pellet has a finite length (between 10 and 14 mm). It can be shown that under the effect of thermal stresses, the pellet initially orthocylindric tends to a hourglassing shape with convex faces. This means that the approximation of plane deformation is not valid anymore in the vicinity of the pellet faces: the axial stress becomes zero on these faces and this behaviour needs to be corrected in the mesoscale models.

Furthermore, almost all the finite element codes take for approximation that the mechanical properties of the fuel are isotropic and assume that it is a brittle material. However, recent atomistic simulations [84] show that UO$_2$ can undergo phase transformation at the vicinity of the crack tip corresponding to a more plastic mechanical behaviour. Moreover, irradiation effects on the mechanical properties are seldom included in mesoscale model because they are not fully understood. More investigations in these two topics are then necessary to improve fuel cracking modelling.

**Mechanical deformation in pellet-clad interaction**

Nuclear fuel rods are fabricated with an initial pellet-cladding gap to offer space for radial thermal expansion and fission product swelling during operation. Pellet-clad interaction is a common fuel failure mechanism caused by fission-products (such as iodine and cadmium) induced stress corrosion cracking (SCC) of the cladding. At the beginning of irradiation, the clad is subjected to a differential pressure between the coolant pressure and the internal gas pressure leading to a compressive state. As illustrated in the schematic of Figure 6, the gap between the pellets and the clad progressively closes down (generally
between one to three years of burn-up, depending on the fuel type) under the combined effect of creep in the cladding material and swelling induced by the accumulation of fission products in the fuel pellet. As a consequence of the typical hourglass shape of the pellet, the first contact between the clad and the pellet occurs at the pellet-pellet interface where the gap is the smallest. Subsequently, the cladding will continue to deform in response to this non-uniform interaction to eventually take the exact shape of the hour-glassed pellet. This mechanism, known as *bambooing*, has been correlated with primary circumferential ridges identified on the cladding diametric measurements after irradiation (see Figure 6(e)).

Figure 6. Evolution of the gap between the cladding and the fuel pellet during irradiation (a) start of irradiation, (b) first cycle and start of second irradiation cycle, (c) second half of second cycle: first cladding-pellet contact and appearance of primary ridges, (d) in the case of power ramp: appearance of secondary ridges [4]

While the gap closes, the cladding, initially loaded in compression due to the high coolant pressure, progressively gets in contact with the pellet and becomes loaded in tension. This tensile state of stress increases slowly to a stress level of about 20 to 30 MPa [6]. Therefore, in nominal conditions, the cladding material can easily accommodate the pellet swelling kinetics: the cladding is loaded by low PCI. During transients (power ramps), the thermal gradient increases rapidly and reaches within a few minutes a value almost three times higher than the nominal value (1 200°C over 4 mm in radius). The corresponding pellet swelling leads to high tensile stresses in the cladding, which cannot easily accommodate by viscoplasticity and can potentially result in the failure of the clad.

In addition, due to the high temperatures, the fuel viscoplasticity is also activated in the pellet centre and leads to a progressive filling of the transversal cracks. The fuel creep is correlated with the formation of secondary ridges at the median pellet plane level (Figure 6(d)). In such strong PCI conditions, the mechanical state of the pellet-cladding system is no more governed by the pellet deformation alone. In fact, the stiffness of the fragmented pellets and the cladding are not so different anymore and the strong cladding mechanical pre-stressing contributes to unbend the fragmented pellets.

The behaviour of pellets in their interactions with the cladding depends on many mechanisms potentially activated prior to or during PCI, namely:
• swelling of solid and gaseous fission products due to burn-up;
• release of fission gases and volatile species;
• evolution of high-burn-up structure (HBS);
• evolution of thermal conductivity, elastic constants, thermal and irradiation creep, temperature-induced or microstructure-induced phenomena (porosity, recrystallisation);
• radiation damage;
• geometry of the pellets and their modifications by cracking;
• formation of contact materials or bonding layers at the interface of the fuel and the clad (zirconia/uranate compounds);
• oxidation, hybridation;
• pellet-cladding interfacial friction.

The present state-of-the-art in modelling PCI predominantly involves modelling the fuel and clad as a single rod representation of the reactor core in an axisymmetric, axially-stacked one-dimensional (1D) representation with few examples of two-dimensional (2D) [61] and three-dimensional (3D) [6,58,43,48,80] simulations. The best known codes are FRAPCON [7] and FRAPTRAN [18] steady-state and transient codes, respectively, used by the Nuclear Regulatory Commission in the United States as audit codes. Industry codes include COPERNIC by AREVA [8], TRANSURANUS by ITU [34,74], or ENIGMA by British Energy [31]. In all the listed codes, the fuel rod is represented and meshed as a continuum divided in four domains: (i) the fuel pellets, (ii) the cladding, (iii) the fuel-cladding gap, and (iv) the cladding-coolant interface. The physical phenomena and processes affecting PCI and described above (at least part of them) are implemented with various degrees of details as correlational (with respect to experimental data) or empirical models and added to the set of equilibrium equations. The thermomechanical solutions representing the interaction between the clad and the pellets are obtained by time splitting the physics and a series of time marching iterative calculations in which the temperatures are calculated in both the pellets and the cladding (based on neutronics) followed by calculations of the state of stress and strain in the pellets and cladding (based on more or less refined constitutive models). The fidelity of the fuel constitutive model greatly influences the heat conductance within the pellet and across the pellet-clad gap which, in turn, affects the gap opening status and PCI contact pressure conditioning PCI failure. Inputs to these calculations are the power history (heat source) and the fast neutron flux and fluence (radiation damage).

For example, Newman et al. [48] from Idaho National Laboratory developed a 2D/3D fuel performance analysis capability (named BISON) which solves the fully coupled thermomechanics and mass diffusion equations, for both steady and transient regime. Implemented as a sub-routine in ABAQUS, this continuum code includes UO₃ temperature and burn-up dependent thermal properties, solid and gaseous fission product swelling, fuel densification, fission gas release, cladding thermal and irradiation creep, cladding irradiation growth, gap heat transfer, and gap/plenum gas behaviour during irradiation. As shown in Figure 7, comparisons between discrete and smeared-pellet
simulations reveal the importance of a multi-dimensional, multi-pellet, fully-coupled thermomechanical approach as opposed to 1D traditional/legacy codes lacking these features. Another example is the EPRI 2D fuel performance code Falcon [61], which computes the thermal, mechanical and chemical behaviour of a single fuel rod during irradiation. Similar to BISON, this continuum code includes empirical models for fission gas release, burn-up, fuel cracking, cladding and fuel viscoplasticity, densification and swelling. Of interest, this code was used to study PCI failure due manufacturing-induced missing pellet surface [60]. As shown in Figure 8, stress distribution predictions in the cladding obtained from these simulations appear to trace the crack propagation path seen in fuel rod failures where missing pellet surface is present.

**Figure 7. Clad mid-wall equivalent plastic strain, versus axial length, at two centreline fuel temperatures during the power-ramp**

Results from both the discrete and smeared-pellet calculations are shown for comparison [48].

Regardless of the progresses made in recent years in the capabilities of these fuel codes where the empirical correlations are valid, these codes remain continuum representations of the fuel rod behaviour despite the fact that PCI is influenced by physical phenomena of several orders of magnitude smaller both in space and time. As such, higher resolution simulation techniques have been recently used to model lower length and time scales processes. These techniques include Density Functional Theory (DFT) and Molecular Dynamics. These atomistic-based modelling methodologies can be used to explicitly provide kinetic behaviours, including the probability of certain events like diffusion and alloying and capture mechanisms that cannot be resolved by coarser theories. Some of these processes are: migration of fission products in the fuel [29,36,63,82], lattice damage caused by fission products and neutron during irradiation [73,40], or the thermal conductivity of fuel pellets [5,57,79].
The following articles illustrate the use of lower length scale modelling combined with theoretical understanding to improve empirical models of various properties of the fuel. For example, an opportunity has been shown to study the thermal conductivity using MD and show and quantify the variation of the thermal conductivity of UO$_2$ due to thermal and radiation effects [57]. Ichinomiya et al. [29] studied the migration dynamics of oxygen point defects in UO$_2$ using temperature-accelerated dynamics simulations giving insight into the formation mechanism of high-burn-up restructuring, including planar defects and grain subdivision (the rim structure), found in UO$_2$.

Clearly, integrating atomistic and mesoscale simulations results either by informing and improving empirical physical models or by substituting them would greatly benefit PCI modelling. Lower length scale simulations can help identify and inform key physical parameters influencing PCI such as diffusion coefficient used in fission products migration, defects/vacancies mobility or thermal conductivity. More importantly, the development of a multi-scale framework to study PCI would provide the following incentives:

- establish a basis for understanding fundamental phenomena;
- rank their relative importance;
- allow a credible prediction of PCI onset and demonstration of a safe operation of the fuel in-core when validated;
- define relevant experiments.

Conclusions and future challenges

One of the very important issues for the sustainability and the safety of the nuclear reactor is the knowledge of the nuclear fuel physical integrity. Fuel deformation is a complex problem, which includes several physical phenomena at different length and time scales. Therefore, modelling such behaviour involves the use of multi-scale and multi-physics approach with adequate bridge between the different scales and technics. Four key physical phenomena have been identified with their own on-going investigations:
• Creep is a long-term behaviour process, which is very difficult or impossible to study fully via experimental studies. Therefore, modelling and simulations are required. To this day, several models have been proposed but they all have their restrained domain of application. Furthermore, some fundamental knowledge on the stoichiometry and the irradiation effect including fission products on the mechanical properties are still needed to develop more accurate models.

• Fuel swelling is mainly due to the accumulation of inert gas bubbles. A lot of effort has been done in comprehending the nucleation and the growth of those gas bubbles and the fission gas release. However, data on the bubble migration and their interaction with extended crystal defects such as dislocations and grain boundaries are still missing.

• Concerning the fuel cracking and the mechanical deformation in pellet-clad-interaction, several codes in finite elements exist and predict correctly the main crack propagation behaviour seen in fuel rod failure and fuel cracking. However, the evolution of the mechanical properties under high burn-up or accidental conditions is still not fully understood. Insights from atomistic and mesoscale simulations on the lattice damage caused by irradiation or thermal conductivity evolution will provide useful understanding, which will improve the predictability of PCI codes.

References


Chapter 3.

Fuel-cladding chemical interaction

C. Guéneau¹, J.-P. Piron², J.-C. Dumas², V. Bouineau², F.C. Iglesias³, B.J. Lewis³
¹CEA, DEN, DPC, Centre de Saclay, France,
²CEA, DEN, DEC, Centre de Cadarache, France,
³University of Ontario Institute of Technology, Canada

Abstract

The chemistry of the nuclear fuel is very complex. Its chemical composition changes with time due to the formation of fission products and depends on the temperature level history within the fuel pellet and the clad during operation. Firstly, in thermal reactors, zircaloy oxidation from reaction with UO₂ fuel under high-temperature conditions will be addressed. Then other fuel-cladding interaction phenomena occurring in fast reactors will be described. Large thermal gradients existing between the centre and the periphery of the pellet induce the radial redistribution of the fuel constituents. The fuel pellet can react with the clad by different corrosion processes which can involve actinide and/or fission product transport via gas, liquid or/and solid phases. All these phenomena are briefly described in the case of different kinds of fuels (oxide, carbide, nitride, metallic) to be used in fast reactors. The way these phenomena are taken into account in fuel performance codes is presented.

Introduction

Examples of fuel-cladding chemical interaction phenomena will be addressed. In a first part, zircaloy fuel sheathing internal oxidation by UO₂ fuel occurring in thermal neutron reactors under high-temperature reaction will be described. In fast reactors, chemical interaction between fuels and/or fission products (FPs) and cladding materials are factors limiting the lifetime of fuel pins. In a second part, examples of fuel-cladding reaction in fast neutron reactors operating with different types of fuels will be presented. Depending on the nature of the fuels (oxide, carbide, nitride or metal) and on the related operating conditions (fuel and clad temperature, thermal gradient, nature of clad and coolant, etc.), the chemical reactions differ. Recent reviews on Fuel-Clad Chemical Interaction (FCCI)
were recently published by Maeda for oxide, carbide and nitride fuels in [21] and by Keiser for metallic fuels in [17]. A brief summary on the way to take into account these chemical reactions in the models for different types of fuels is given mainly based on existing reviews.

**Internal zircaloy oxidation due to zircaloy/uranium dioxide interaction in thermal reactors**

Under high-temperature conditions, a combined external and internal oxidation of the fuel sheathing can occur due to a reaction of steam on the outside surface of the sheath and from the UO₂ on the inside surface. The UO₂ and Zr can interact chemically at temperatures as low as 1 273 K, leading to a complex series of reaction layers [5] where, from both internal and external oxidation, the following reaction layers can be formed:

\[
[UO₂ + U] \rightarrow [\alpha-Zr(O)] \rightarrow (U,Zr)\text{alloy} \rightarrow \alpha-Zr(O) \rightarrow \beta-ZrY \rightarrow \alpha-Zr(O) \rightarrow ZrO₂.
\]

This internal interaction requires a substantial external overpressure to promote good solid-solid contact between the fuel and cladding. For instance, experiments have been conducted at overpressures of 4 MPa [5] and 1 MPa [15]. In the CANDU fuel design, the thin sheath will creep down onto the fuel under the conditions of the high pressure coolant. However, contact between the sheath and fuel can be lost during the transient with sheath lift off due to fission gas release into the (small) free void space of the fuel element and depressurisation with coolant blowdown, as well as with the eventual bursting of the sheath. Thus, with an open gap during an accident, any direct fuel/sheath interaction is suppressed and no uranium is transferred from the fuel to the sheathing as long as the sheath is solid. If the gap contains hydrogen, fuel reduction can occur as oxygen moves from the fuel to the sheathing by the H₂O-H₂ transport mechanism, driven by the difference in the oxygen potential between the fuel surface and the sheathing inner wall. However, the extent of fuel reduction and cladding oxidation by this mechanism is minor [28].

At temperatures above ~1 470 K, steam oxidation of zircaloy and stainless steel produces a significant temperature escalation. With the melting of the as received metallic zircaloy-4 cladding (2 030 K) or metallic oxygen-stabilised \(\alpha\)-Zr(O) phase (2 245 K), the solid UO₂ may be partially dissolved and liquefied ~1 000 K below its melting temperature. The driving force for the reaction is diffusion of oxygen from the UO₂ into the sheathing. This process has been extensively studied in single-effect laboratory crucible experiments [5,7,35,13,14] [27,18,29,8,10,39] [25,37,30,1,11,12]. In hydrogen-rich regions of the core, the outer oxide scale is not present on the cladding, which is all-metal with oxygen in solid solution. On melting of the cladding, the liquid metal contacts the solid fuel and dissolution of the fuel begins. The endothermic reaction of UO₂ dissolution in U-Zr-O melts and the melting of \(\alpha\)-Zr(O) sheathing is affected by the supply of heat. In addition to receiving additional oxygen, uranium from the fuel dissolves in the liquid metal forming a U-Zr-O melt. Dissolution continues until the melt is saturated in both oxygen and uranium [31]. The fuel dissolution process has been detailed, for example, in [30], where it is shown that diffusion in the growing U-Zr-O melt is rapid and the liquid phase concentration remains at saturation. Reduction of the fuel by oxygen diffusion affects the amount of oxygen in the melt. The effect of an oxide scale will also reduce the extent of fuel liquefaction because less metal is available to dissolve uranium.
when a melt forms. In addition, the high concentration of oxygen in the oxide layer will increase the oxygen content of the melt, thus depressing the uranium solubility. It is suggested that the fraction of the fuel pellet that is dissolved by the initial liquefaction is small [30].

Fuel-cladding chemical interaction in fast reactors

*Mixed oxide fuels*

Chemical interaction between MOX (U,Pu)O₂ fuels and/or Fission Products (FPs) and cladding materials are key issues to address in fast reactors. Various types of steels or ODS steels (Oxide Dispersion Strengthened) are considered for the clad. The low thermal conductivity of the MOX fuels induces a large temperature gradient between the centre and the periphery of the fuel pellet. In normal operating conditions, the centreline temperature of the fuel will reach about 2 500 K and the inner clad temperature will go up to about 800-900 K. Therefore, large thermally driven mass transport phenomena are expected that will induce the redistribution of the constituent elements (U, Pu, oxygen, minor actinides and fission products) in the fuel. The mixed oxide fuel is manufactured to be hypo-stoichiometric (oxygen/metal ratio<2). Excess oxygen due to irradiation implies the increase of the oxygen chemical potential of the fuel. The redistribution of oxygen along the radial temperature gradient induces the increase of the O/M (oxygen to metal) ratio at the fuel surface.

The increase in the oxygen potential due to the irradiation can be predicted using thermodynamic calculations. The fission products can be dissolved in the MOX solid solution or/and precipitate as separated phases (metallic or/and oxide phases). Thus, the fuel chemistry is very complex. Thermodynamic calculations using minimisation Gibbs energy codes and databases describing the thermodynamic properties of the fuel and fission product based phases are performed to predict the evolution of the chemical composition of the different phases constituting the irradiated fuel. By this way, the evolution of the oxygen potential of the fuel can be calculated versus burn-up. This type of calculation is limited to equilibrium conditions. The oxygen redistribution has to be calculated along the radial temperature gradient.

This is performed in the FEAST code developed by Karahan and Buongiorno [16]. This code aims at predicting the behaviour of MOX oxide fuel pins under irradiation in sodium-cooled fast reactors. In that code, a simplified thermodynamic model is used to calculate the fuel oxygen potential by solving the thermodynamic equilibrium between the fuel and fission products and the charge balance within the fuel. Molybdenum is an important fission product to consider in the calculations as it acts as a buffer to prevent the fuel from becoming hyperstoichiometric. The oxygen redistribution versus time under temperature gradient is determined by the OXIRED model based on thermo-transport theory [20]. The same type of model is also applied to predict the redistribution of Pu in the fuel.

The oxygen stoichiometry of the fuel (or the O/(U+Pu) ratio) is a key parameter. The chemical compatibility of MOX fuels with O/(U+Pu)≤2 and stainless steels is good. However, the cladding material is oxidised in the case of a hyperstoichiometric MOX (O/(U+Pu) ≥ 2). To avoid the oxidation of the clad, the O/(U+Pu) ratio has to be
maintained below 2. In the case of oxidation, a stable protective layer of Cr$_2$O$_3$ forms on the inner wall of the clad.

However, post-irradiation observations show that the clad attack is accelerated by the presence of fission products. A chemical interaction between Cs, Te and O localised in the fuel to clad gap and the clad [34]. The corrosive environment is characterised by high temperatures and by a large axial and radial temperature gradient. The layer formed at the inner surface of the cladding material is mainly constituted of Fe, Ni, O, Cr, Te, Cs and Mo. The analysis of this layer shows that Te-Fe-Ni and Cs-O-Cr compounds are formed.

Different mechanisms are proposed in the literature.

For example, for high temperature (>600°C) and oxygen potential ($O/M>1.97$), constituents of the cladding, Fe, Cr and Ni are dissolved in liquid Cs-Te and segregate in the fuel-cladding gap as a metallic layer separated from the cladding by a non metallic layer with Cr. The tellurium activity is a key parameter. It is determined by the following reaction:

$$Cs_2Te + Cr + 2O_2 = Cs_2CrO_4 + Te$$

The decomposition requires a high oxygen potential to destabilise Cs$_2$Te. The free tellurium in the gap can lead to the cladding attack by the formation of tellurides of iron, nickel and chromium. As a function of the ratio Cs/Te, different corrosion products are observed: (i) deep intergranular penetration with dissolution of the metal, (ii) uniform attack of the alloy matrix with the formation of successive layers, (iii) intergranular attack without dissolution of the metal [33]. Thermodynamic calculations involving reactions of formation of various compounds that form between fission products and cladding constituents and oxygen are used to interpret experimental observations.

The key parameters that control these attacks of the clad are:

- the concentration of corrosive fission products;
- the fuel-cladding gap width;
- the oxygen to metal ratio of the fuel;
- the clad temperature;
- the fuel temperature;
- the temperature gradient.

The influence of these parameters has been assessed from post-irradiation observations.

As the mechanisms of cladding attack are not enough clearly demonstrated and understood, in most of the cases, only empirical equations rather than fundamental relations are used in models for the fuel pin design. For example, this was the case up to now into the French code GERMINAL dedicated to the calculation of fast fuel behaviour for 20 years today [24]; an empirical correlation reproducing the corrosion zone thickness observed on irradiated Phénix fuel pins by metallographic examinations was considered up to now. This law will be reassessed with complementary experimental and theoretical studies in the future version of the code.
These equations give the penetration depth in the cladding related to irradiation and fabrication parameters of the fuel pins. A review of the different available equations is given in [21].

However, a model has been incorporated in the FEAST code to take into account caesium migration within the fuel and in the gap region [16]. In fact, this element, which is the most important of the volatile fission products (Cs, I, Te), is observed to deposit mainly as molybdate (Cs₂MoO₄) in the gap between the fuel pellet and the clad with increasing burn-up. The formation of this layer of fission products associated with oxygen, called JOG, as “Joint Oxyde Gaine” [38], improves the gap conductance and thus is expected to decrease the centreline temperature of the fuel. The caesium radial migration model within the fuel in the FEAST code is based on the thermo-transport theory. The JOG layer thickness is then computed. The caesium axial migration is also treated in the FEAST code. The transport of caesium is described by an evaporation/condensation process [6]. In the French GERMinal code, the JOG layer thickness is also calculated from caesium migration. In this case, the release of caesium outside the fuel pellet is linked to the model for fission gas (Xe and Kr) release, based on experimental observations performed on irradiated fuel pins [23,24]. A similar approach is considered to the Japanese CEPTAR code [32], which is focused on annular fuel pellets.

**Carbide fuels**

A review on the carbide fuel properties has been recently published by Sen Gupta et al. [36]. The main reaction between carbide fuels and cladding consists of the clad carburisation [21]. The maximum temperature of the fuel surface is generally below 1 000°C. The centreline temperature is quite lower than in oxide fuel due to the higher thermal conductivity of carbide fuel. In this case, the fission products are less reactive than for oxide fuels. The fuel is designed to be slightly hyperstoichiometric (carbon/metal >1) to avoid the formation of metal phases. Thus the carbide fuel is mainly constituted of the monocarbide (U,Pu)C with a small fraction of sesquicarbide (U,Pu)₂C₃ located at the grain boundaries. The carbon stoichiometry of the fuel is a key parameter as well as oxygen and nitrogen that are present in the fuel as impurities arising from the fabrication. These impurities are dissolved in the monocarbide phase.

There are two mechanisms for the clad carburisation [22]:

- by transport of carbon from (or to) the fuel and to (or from) the clad depending on the difference in carbon chemical potential between the fuel and the clad; the comparison of the carbon potential in the steel and in the fuel allows concluding that the clad may not be carburised in normal conditions for a fuel with (Pu/(U+Pu)=0.70);

- by transport of CO(g) to cooler fuel regions along the temperature gradient, depending on the gradient of CO(g) pressure within the fuel pin. CO(g) pressures can be calculated by thermodynamic calculations using Gibbs energy minimisation methods on the U-Pu-O-C-N system [22]. A thermodynamic analysis considering the reaction between carbon coming from the clad or from the fuel and the CO/CO₂ equilibrium shows that even in the case of low carbon potential in the fuel, the carburisation of the clad is possible. The carburisation process will be
enhanced in the case of a lower Pu content in the fuel. For this type of fuel, the oxygen content has to be kept as low as possible.

In hypostoichiometric mixed carbide fuels, (U,Pu) metal will form as a secondary phase which may cause low temperature eutectics with Fe and Ni-based cladding alloys. Once a metal phase is formed in the fuel, it will react with the cladding material. The reaction between carbide fuels and different cladding alloys leads to the formation of intermetallic compounds such as (U,Pu)Ni₅, (U,Pu)Fe₂.

As an example, the following reaction has been proposed:

\[ 6 \text{(U,Pu)C} + 23 \text{Cr} + 12 \text{Fe} = \text{Cr}_{23}C_{6} + 6 \text{(U,Pu)Fe}_2 \]

The carburisation increases with the carbon activity in MC₁₊ₓ fuel. Thus, the presence of the sesquicarbide phase enhances the carburisation of the clad. The carbon transport from the fuel to the cladding is controlled by gradient of carbon chemical potential between both materials. The reaction is as follows:

\[ \text{MC}_{1+x} + (\text{Fe,Cr}) = \text{MFe}_2 + (\text{Fe,Cr})_{23}C_6 \]

The solubility of carbon in the matrix being very low, carbides precipitate. In austenitic stainless steels, this precipitation leads to a depletion of chromium at the grain boundaries. The limited existing data show that cladding materials with high Ni and/or Ti content are more reactive than the austenitic steels. The precipitation of these carbides will cause a loss of ductility and mechanical strength and can determine the fuel lifetime as well as an excessive cladding swelling.

The key parameters that control the carburisation process are:

- the carbon activity in the fuel (and the oxygen content);
- the cladding and fuel temperatures;
- the bonding material (helium or sodium).

Diffusion models were developed to predict kinetics of the carburisation process in steels. The clad carburisation can directly occur in contact with fuel but also through the bonding medium (helium or sodium). It has been observed in sodium-bonded fuels where excessive clad carburisation can occur with hyperstoichiometric carbide fuel. The depth of carburisation is two or three times less extensive in helium medium. The carbon solubility in liquid sodium is very low. Carbon is probably transported in sodium as carbon atoms and transferred to the clad.

The oxygen potential is too low to form fission product oxides. Fission products mainly form mono, di and sesquicarbides. Thus with increasing burn-up, the carbon/metal ratio of the fuel decreases. Thermodynamic calculations have been performed by Agarwal and Venugopal [2] to predict the chemical state of the fission products versus burn-up. The authors showed that rare earth metals play a crucial role in controlling the carbon activity of the fuel.

No severe attack of the cladding by the fission products is expected. An intergranular attack for high concentration of Te in the fuel was observed. Thin reaction layers containing Ni, Fe, U, Pu and rare earths were found at high linear heating rates. Thus no severe interactions were expected nor observed. At temperatures above ~950°C, the
reaction between the fuel and stainless steel or PE16 cladding can lead to liquid phase formation according to the following reaction:

\[(U,Pu)C + 23\,Cr + 12\,Fe = Cr_{23}C_6 + 6(U,Pu)Fe_2\]

Except thermodynamic calculations, no models were found to predict the fuel/cladding chemical interaction for carbide fuels.

**Nitride fuels**

A review of the properties of nitride fuels was recently published by Arai [4]. The chemical interaction between nitride fuels and the cladding material is similar to that observed for carbide fuels: clad nitriding, slight reactions with fission products and formation of intermetallic compounds occur. The available data are more limited in the case of nitride fuel compared to carbides. Thermodynamic calculations have been performed to predict the chemical form of the different products [3].

Nitride fuels are usually specified to be single-phased mononitrides \((U, Pu)N\). No chemical interaction of stoichiometric \((U,Pu)N\) or single-phased mononitride were observed with stainless steel. The sesquinitride phase \((U,Pu)_2N_3\) can form. In that case, a stainless steel clad can be nitrided. The reaction is as follows:

\[(U,Pu)_2N_3 + 2\,Cr = Cr_2(U,Pu) + (U,Pu)N\]

The \(N/(U+Pu)\) ratio is expected to increase with burn-up. But even at high burn-up, the compatibility of nitride fuels with stainless steel clad was observed.

The oxygen impurity plays a positive role as it stabilises the sesquinitride phase and thus reduces clad nitriding.

There is no modelling for nitride fuels clad chemical interaction. Only thermodynamic calculations were performed to predict the phases to be formed.

**Metallic fuels**

A review of metal fuel-cladding interaction was very recently published by Keiser [17]. Under irradiation, metallic fuels swell and enter in contact with the clad at \(~1\text{-}2\text{ at.\%}\) burn-up. Interdiffusion can then occur between fuel, fission product and cladding constituents.

Even if the interdiffusion process occurs under irradiation, thus deviates from thermodynamic equilibrium conditions, phase diagrams can be used to predict the nature of the phases to be formed during chemical interaction between fuel and cladding. The U-Pu-Zr-Fe system is of great interest to predict chemical interaction between \((U,Pu,Zr)\) fuel and steel. Nakamura et al. [26] performed phase diagram calculations in this quaternary system in order to interpret the interdiffusion zones observed in diffusion couples U-Pu-Zr/Fe-based cladding materials. From the chemical analysis of the interdiffusion zones, diffusion paths were proposed in the phase diagram to help the interpretation of the couple diffusion tests. The results show that at 800°C (accidental conditions), the interdiffusion zone is constituted of liquid and intermetallic compounds \((Fe_xZr_y\text{ and } Fe_xU_y)\).

For the U-Pu-Zr metallic fuels, the redistribution of fuel elements is a key issue to address to predict the fuel performance under irradiation. The redistribution of the
elements leads to the existence of three distinct zones: (i) a zircaloy-enriched central zone, (ii) a zircaloy-depleted and uranium-enriched intermediate zone, (iii) a slightly zircaloy-enriched zone at the periphery. The migration of the fuel elements is caused by the radial temperature gradient in the fuel. Kim et al. [19] developed a computer model to calculate zircaloy redistribution by solving diffusion equations using a simplified pseudo-binary phase diagram. Pu is considered as non-diffusing species. The one-dimensional continuity equation for zircaloy in cylindrical coordinates is solved. The input data for this model are: the phase diagram, diffusion coefficients, enthalpy of solution and effective heats of transport of zircaloy and uranium in the ternary alloy.

Kim’s model [19] for fuel element redistribution was incorporated by Karahan and Buongiorno [16] in the FEAST code to predict the irradiation behaviour of U-Zr and U-Pu-Zr metallic fuel pins.

Minor actinides are foreseen to be added in the fuel. The redistribution of these elements and their possible chemical reaction with the cladding has to be studied.

Tests were also performed under irradiation. The results show that the fuel-clad chemical interaction leads to the formation of a reaction zone constituted of Fe, Ni, Cr (from the clad), U, Zr, Pu and lanthanide fission products (from the fuel). Pd and Ru are also observed in some cases. Low melting point alloy can form in the reaction zone. The experimental data show that the growth rate of the interaction layer is proportional to the square root of time. Thus the process is diffusion-controlled. A kinetics model has been incorporated in the FEAST code developed by Karahan and Buongiorno [16]. In the model, the clad wastage layer thickness is calculated versus time and temperature. The input data are the concentrations of lanthanide atoms in the fuel and the diffusion coefficient of lanthanides at fuel-clad interface. The diffusion coefficient data were fitted on experimental results. A similar model was used in FEAST to predict the liquid formation at the fuel-clad interface [16].

**Conclusion and future challenges**

The fuel-cladding chemical interaction for fuels for fast reactors depends on the nature of the fuel (oxide, carbide, nitride or metallic) and on the operating condition of the reactor. The first step consists of the modelling of the “irradiated fuel chemistry”. The fuel chemistry is very complex due to the large number of elements to consider. It is generally performed by thermodynamic calculations based on simple models for the description of the different phases containing fuel, fission product elements and minor actinides. In a second step, the redistribution of these elements within the fuel along the radial temperature gradient has to be predicted. This type of calculation is performed in codes developed for oxide and metallic fuels (for example in the FEAST code). But the number of migrating constituents is generally limited. The chemical interaction between the fuel and the clad is generally treated using empirical equations that give the thickness of the wastage as a function of operating parameters. These equations are assessed on in-pile experimental results. The FEAST code uses a more sophisticated model that couple thermodynamics and kinetics and thus calculates the flux of the migrating species within the fuel and in the JOG layer. The fuel-cladding chemical interaction is a key issue for oxide and metallic fuels. The mechanisms are not already well understood in the case of the oxide fuels and thus need further development both on experiments and modelling.
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Abstract
A thermodynamic analysis of the uranium-oxygen system is used to determine the equilibrium state of oxidised fuel as a function of the atmospheric oxygen potential (i.e., hydrogen-to-steam partial pressure ratio) as required for the development of fuel-oxidation kinetics models. Annealing experiments have been performed to investigate the oxidation kinetics of fuel in a steam atmosphere at high temperature as well as the fuel-reduction kinetics. Mathematical treatments of these phenomena, coupled with heat and mass transport theory, can be used to describe the oxidation behaviour of uranium dioxide fuel in operating defective rods for water-cooled nuclear reactors. Model predictions are consistent with the observed oxygen-to-metal ratios seen in commercial defective rods as measured post-test using a coulometric titration technique. Such models can be further extended to higher temperature using a phase-field approach to simulate centreline melting in defective fuel. Fuel oxidation effects in air and water at low temperature are also discussed.

Introduction
Fuel oxidation is an important phenomenon which can affect the nuclear fuel performance of defective rods during normal reactor operations, as well as impact fuel volatilisation and fission product release behaviour during reactor accident conditions. In addition, it can influence the transfer and storage of defective fuel in the fuel bays. It also has important consequences in the long-term storage of spent fuel.

For instance, with the rare occurrence of a fuel failure, the cladding no longer provides a barrier between the fuel and primary coolant so that coolant can contact the fuel, permitting oxidation of the fuel. The presence of steam in the fuel-to-clad gap and the consequential effect of fuel oxidation will affect both the thermal performance of the fuel rod and the associated fission product release into the primary coolant [34]. The rod
performance is directly affected by fuel oxidation as a result of: (i) a degraded fuel thermal conductivity with continued oxidation, and (ii) a lower incipient melting temperature for the hyperstoichiometric fuel [56,57,36,37]. Fuel restructuring (i.e., columnar grain growth) may also be greater in defective fuel because of the higher fuel temperatures and the possibility of a higher partial pressure of UO$_3$ in the hyperstoichiometric fuel [26]. Fuel loss from defective fuel can also result from grain boundary oxidation under the defect site with coolant erosion [35]. The release behaviour of volatile fission products can be further enhanced with a greater mobility in the hyperstoichiometric fuel [46,47,28]. The oxygen potential also affects the chemical form of the fission products that determines their respective volatility [14,33,39]. Hence, knowledge of the oxidation state of the fuel is important in order to determine the thermomechanical performance of defective fuel and the fission product release behaviour.

Figure 1. Calculated phase diagram for the U-O system, highlighting the UO$_{2+x}$ region, shown against experimental phase boundary determinations

**U-O binary phase diagram analysis**

A thermodynamic model of the equilibrium state of the oxidised fuel is required as a boundary condition for use in a kinetics model. A thermodynamic treatment of the U-O system (Figure 1) yields an expression for the oxygen partial pressure $p_O$ in the fuel over the entire range of UO$_{2+x}$ (652 to 3 100 K) [23]:

\[ p_O = \ldots \]
\[
\log p_{\text{H}_2} = -1.1414.6 - 0.249 T + 1.096 \times 10^{-5} T^2 + 3103.86 \log T - 8617063 T^{-1} + 3.118607 \times 10^8 T^{-2} + 3545460 (\log T) / T - 2 \log (1-x) / x + 1.832 x + 32.15 x^2 - 150.31 x^3 + 503.02 x^4
\]

where \( T \) is the temperature in K and \( x \) is the stoichiometry deviation. The placement of the phase boundary in Figure 1 is reasonable agreement with the published thermodynamic values for \( \text{U}_3\text{O}_8 \) [11]. An expression relating the hydrogen-to-steam partial pressure ratio, temperature \( T \) (in K) and equilibrium stoichiometric deviation \( x_e \) follows from this thermodynamic analysis:

\[
\log \left( \frac{p_{\text{H}_2}}{p_{\text{H}_2O}} \right) = 5.7068 + 0.1245 T - 5.482 \times 10^{-4} T^2 + \frac{4296016}{T} - 1550.95 \log(T)
\]

\[
-1772730 \log(T) + 155930360 \frac{T}{T^2} + \log \left( \frac{1-x}{x} \right) - 0.9158 x_e - 16.08 x_e^2 + 75.15 x_e^3 - 251.51 x_e^4
\]

Equation 2 is in excellent agreement with the thermodynamic treatments of [42] and [8]. A similar analysis can be performed for a heavy water system as shown in Figure 2(a) and (b) [23], which indicates that there is very little difference in the estimate of the equilibrium stoichiometry deviation between light and heavy water. Moreover, burn-up effects can be neglected since the degree of oxygen binding to the fuel is small as demonstrated with a multi-component Gibbs energy minisation calculation considering the addition of fission products and actinides that are produced at typical fuel burn-ups [70].

Figure 2. Calculated U-O binary phase diagram, (a) highlighting the \( \text{UO}_2+x \) region, with isobaric lines of oxygen partial pressure, and (b) lines of equivalent H\(_2\)/H\(_2\)O and comparable points of constant D\(_2\)/D\(_2\)O ratios.
Fuel oxidation kinetics

Self-diffusion studies for UO\(_2\) indicate that the anionic mobility exceeds that of the cations by many orders of magnitude so that changes in the fuel stoichiometry are a result of oxygen migration in the solid fuel [45]. The kinetics of the fuel oxidation process in steam has been studied in many out-of-pile experiments. In the temperature range 1 158 to 2 108 K, it was suggested that oxidation is controlled by oxygen diffusion through the solid fuel matrix [7]. However, it was subsequently shown that this process was controlled by a decomposition reaction of the H\(_2\)O at the solid/gas interface [10]:

\[
\text{H}_2\text{O(g)} \rightarrow \text{O(solid)} + \text{H}_2\text{(g)},
\]

Here O (solid) is the oxygen absorbed by the solid, which quickly converts to the stable ionic form O\(^{2-}\) by picking up electrons from the U\(^{4+}\) ions and converting this metal cation to a higher oxidation state. For electrical neutrality, the addition of one O\(^{2-}\) ion requires a change in the uranium valence state where either two U\(^{4+}\) ions must be converted to U\(^{5+}\) or one U\(^{4+}\) ion to U\(^{6+}\). Excess oxygen in the UO\(_{2+x}\) is accommodated in interstitial sites of the fluorite structure with the formation of Frenkel defects on the oxygen-ion sublattice of the crystal [54].

For the surface-exchange process, an expression for the kinetics of oxidation of UO\(_2\) in CO/CO\(_2\) atmospheres was proposed [7]:

\[
\frac{dx}{dt} = \left( \frac{S}{V} \right) \alpha p^*_n(x_e - x(t))
\]

In this “phenomenological” type of model, \(\alpha\) is the surface-exchange coefficient of oxygen (cm s\(^{-1}\)), \(x_e\) is the equilibrium stoichiometry deviation determined by the oxygen potential in the gas phase, \(x(t)\) is the deviation from stoichiometry in UO\(_{2+x}\) at time \(t\), and \(S/V\) is the surface-to-volume ratio of the solid (cm\(^3\)). The surface-exchange coefficient
has been determined in the temperature range of 1 073 to 1 873 K for pure steam and in steam/argon/hydrogen mixtures at atmospheric pressure (see Table 1).

In the original Carter-Lay model, the exponent $m$ in Equation 4 was assumed to be unity, while for experiments at atmospheric pressure no exponential dependence could be deduced. However, in more recent experiments in $\text{H}_2\text{O}/\text{Ar}/\text{H}_2$-mixtures from 1 273 to 1 623 K ($\text{H}_2\text{O}$ partial pressure of 0.25 to 1 atm) and steam-helium mixtures ($\text{H}_2\text{O}$ partial pressure of 0.01 to 0.03 atm), $m$ is equal to 0.5 implying an approximate square-root dependence on the $\text{H}_2\text{O}$ partial pressure [32,1]. A thermogravimetric technique was used to investigate $\text{UO}_2$ oxidation in defective light water reactor rods at much higher pressures of 7 and 70 atm in pure steam in the lower-temperature range of 773 to 873 K in which a similar dependence on the steam pressure was suggested [57]. To explain this pressure dependence, more mechanistic treatments have been suggested employing adsorption theory with Langmuir or Freundlich isotherms to fundamentally describe the surface-exchange mechanism [1,55,57,13,16,36].

Table 1. Surface-exchange coefficient for the phenomenological model for steam oxidation of $\text{UO}_2$ obtained in various experiments

<table>
<thead>
<tr>
<th>Work</th>
<th>Surface-exchange coefficient $^{[a]}$</th>
<th>Activation energy $Q$ (K)</th>
<th>Pre-exponential factor $\alpha_o$ (cm s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Cox, 1986)</td>
<td></td>
<td>23 500</td>
<td>36.5</td>
</tr>
<tr>
<td>Bittel’s results reanalyzed by (Cox, 1986)] [12]</td>
<td></td>
<td>19 900</td>
<td>6.96</td>
</tr>
<tr>
<td>(Abrefah, 1994) (single crystal – pure steam)]</td>
<td></td>
<td>22 350 ± 1540</td>
<td>75.2 ± 2.8</td>
</tr>
<tr>
<td>(Abrefah, 1994) (polycrystal – pure steam)]</td>
<td></td>
<td>22 080 ± 1330</td>
<td>45.6 ± 2.5</td>
</tr>
<tr>
<td>(Abrefah, 1994) (polycrystal – steam/Ar/H$_2$ mixtures)]</td>
<td></td>
<td>20 000 ± 2900</td>
<td>16.6 ± 6.4</td>
</tr>
</tbody>
</table>

a. $\alpha = \alpha_o \exp(-Q/T(K))$ (cm s$^{-1}$).

As observed in the annealing experiments at the University of California – Berkeley (UCB) with polycrystalline and single crystal $\text{UO}_2$ specimens at 1 273 to 1 623 K, the oxygen-to-uranium (O/U) ratio increases with continued fuel oxidation in steam at a given temperature but decreases more rapidly when the gas stream is switched from pure steam to 95%-Ar/5%-H$_2$. The initial rate of fuel oxidation is seen to correlate roughly with the temperature dependence of the partial pressure of atomic oxygen ($p_o$) (in atm) in the atmosphere [5]:

$$p_o = p_{n,o}^{1/3} 10^{A/T}$$

(pure steam) (5)

where $p_{n,o}$ is the steam partial pressure (= 1 atm in the UCB experiments), $T$ is the temperature (K), $A = -1.756 \times 10^4$ and $B = 4.289$. A dependence of the initial oxidation rate on the atomic oxygen partial pressure is consistent with a requirement for atomic oxygen at the surface via the reaction in Equation 3. It is also interesting to note that the oxygen partial pressure depends directly on the steam partial pressure. As such, a more mechanistic approach can be adopted from mass-transfer theory (compare with Equation 4):
\[ c_v \frac{dx}{dt} = \left( \frac{S}{V} \right) \alpha_{ox} \{ p_o - p_o(x) \} \]  

(6)

where \( \epsilon_U = 0.041 \text{ mol cm}^{-3} \) is the molar density of uranium in UO\(_2\), \( S/V \) is the surface-to-volume ratio of the solid (cm\(^{-1}\)) and \( \alpha_{ox}(T) \) is a mass transfer coefficient (mol cm\(^{-2}\) s\(^{-1}\) atm\(^{-1}\)) that accounts for the effect of adsorption/desorption of atomic oxygen on the fuel surface. The \( p_o(x) \) is the partial pressure (in atm) of atomic oxygen in the fuel for the UO\(_{2+x}\) phase at temperature in Figure 2. A fitting of the mechanistic model in Equation 6 to data from the UCB experiments with thin disk samples yields the expression: \( \alpha_{ox} = 3.532 \times 10^{-6} \exp \left\{ 19 \frac{700}{T[K]} \right\} \text{ mol cm}^{-2} \text{ s}^{-1} \text{ atm}^{-1} \). This model in fact yields a similar result to the empirical representation of Equation 4.

For the surface-exchange model of Equation 4, the following reaction rate in moles O (or H\(_2\)) m\(^{-2}\) s\(^{-1}\) for fuel oxidation \( R_{ox} \) (i.e., when \( x < x_e \)) results:

\[ R_{ox}^f = \left( \frac{V}{S} \right) \epsilon_i \frac{dx}{dt} = c_v \alpha \sqrt{1-q} p_o (x-x_e), \quad \text{for } x < x_e \]  

(7)

where \( q \) is the hydrogen gas mole fraction and \( p_t \) is the total system pressure.

The faster kinetics for fuel reduction seen in the UCB experiments suggest a different rate-determining mechanism, which may be controlled by either solid-state diffusion of oxygen through the solid, hydrogen mass transport through the surface-boundary layer or chemical reaction/mass transfer at the fuel surface [1]. For instance, for a rate-controlling process of simple oxygen diffusion through a thin disk of thickness \( l_e \), the average stoichiometry deviation in the fuel specimen as a function of time \( t \) follows:

\[ \bar{x} = \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{e^{-(2n+1)^2 \pi^2 l_e^2}}{(2n+1)^2} \]  

(8)

where \( D \) is the chemical diffusion coefficient for interstitial oxygen diffusion. However, the quantity \( \bar{x}/x_e \) predicted with Equation 8 for the UCB experiment P/S-623 C (with \( l_e = 7 \times 10^{-4} \text{ m} \)) falls off considerably more rapidly as compared to the data in Figure 3 using the diffusion coefficient in [49] at 1 623 K. This result indicates that interstitial diffusion alone is not rate-limiting. Alternatively, one can consider a combined diffusion/mass transfer model analogous to the Newton’s law of cooling [9] where the average stoichiometry deviation in the slab is:

\[ \bar{x} = \frac{8}{\pi^2} \sum_{n=1}^{\infty} \frac{2l_e^2}{\alpha_{red}[\alpha_n(\alpha_n+2)+\alpha_n^2]} e^{-\alpha_{red}T} \]  

(9)

Here the dimensionless variables are defined as \( L = (l_e/2)\alpha_{red}/D \) and \( T = Dt/(l_e/2)^2 \), \( \alpha_{red} \) is an effective rate constant (cm s\(^{-1}\)) and \( \alpha_n (n = 1, 2,...) \) are the positive roots of \( \alpha \tan \alpha = L \). As seen in Figure 3, the combined diffusion/mass transfer model is in excellent agreement with the observed data for a fitted value of \( L = 0.05 \) with a chemical diffusion coefficient of \( D = 1.0 \times 10^{-4} \text{ cm}^2 \text{ s}^{-1} \). Interestingly, a first-order kinetic model is further suggested by the form of Equation 9, where the higher-order harmonic terms rapidly die out and the pre-exponential term is approximately equal to unity:

\[ \bar{x} = x_e e^{-\alpha_{red}T} \]  

(10)
As expected, a fitted parameter of $k = 3.93 \times 10^{-3} \text{ s}^{-1}$ for the first-order kinetics model also yields excellent agreement with the UCB data.

**Figure 3. Comparison of fuel reduction models based on chemical diffusion, diffusion/mass transfer and first-order kinetics versus UCB data from experiment P/S-623C in an Ar/H$_2$ atmosphere**

**Fuel oxidation kinetics in defective fuel**

Modelling of the interrelated processes for fuel oxidation and sheath oxidation/hydriding is a complicated problem. Previous models have been proposed to describe the fuel oxidation behaviour in defective fuel. A one-dimensional model was initially developed to estimate the oxygen-to-uranium (O/U) ratio of the radial profile by assuming a constant hydrogen/steam ratio [34,36]. Similarly, in 1997, the UCB developed a semi-mechanistic model, which coupled steam/hydrogen reactions in the fuel-to-sheath gap to the oxidation state of the fuel sample, where the fuel oxidation reaction was only assumed to occur at the fuel surface [58]. This model was extended further with the development of a one-dimensional treatment to predict non-stoichiometry in defective fuel by considering fuel oxidation with steam and hydrogen/steam transport within the fuel with a fixed hydrogen/steam ratio in the gap. Likhanskii [40] considered sheath and fuel oxidation, with coupled heat transfer and oxygen diffusion in the fuel, but neglected hydrogen/steam transport along the gap or within the fuel cracks. Although the effect of fuel microstructure and temperature have been investigated in several in-reactor fuel defect experiments by [27] and [41], no quantitative correlation to the oxidation state of the fuel was proposed. A more sophisticated treatment, however, was developed by [23] to account for the various coupled processes:

- hydrogen/steam gas-phase transport along the fuel-to-clad gap to account for the oxygen potential in the gap, including a steam source at the defect site with hydrogen production from the fuel and sheath oxidation reactions;
- hydrogen/steam transport within the cracks of the fuel pellet;
- interstitial oxygen diffusion in the fuel matrix accounting for normal (concentration-driven) diffusion and diffusion in a temperature gradient (Soret effect);

- heat conduction in the solid to determine the temperature distribution in the fuel element (which accounts for a feedback effect due to a reduced thermal conductivity in the hyperstoichiometric fuel).

A time-dependent treatment is needed for such an analysis since the ratio of the thermal diffusivity-to-mass diffusivity, which characterises the characteristic times of heat and oxygen diffusion, can play an important role in the transient behaviour of fuel that has defected under sudden changes in operating conditions [60]. A three-dimensional coupled simulation that takes into account thermomechanics, heat conduction and oxygen diffusion in nuclear fuel rods has been incorporated into the Bison fuel performance code, for instance, which specifically accounts for interstitial oxygen diffusion [52].

A typical comparison of the O/U prediction using the fuel oxidation model of Higgs et al. with coulometric titration measurements of the oxygen-to-metal (O/M) ratio from a commercial defective fuel element is shown in Figure 4.

**Figure 4. Model predictions and O/M measurements for element X5**

---

**Low-temperature effects of fuel oxidation behaviour**

The presence of oxides higher than UO$_{2+x}$ are often observed in the post-irradiation examination of defective fuel. Enhanced oxidation kinetics may occur from coolant radiolysis processes. If the fuel cool-down is not too fast, higher-oxide phases could also arise during reactor shutdown as a result of U$_4$O$_9$ precipitation [78]. In addition, continued fuel oxidation can also result from out-reactor effects.

**In-reactor radiolysis effects**

Grain-boundary oxidation has been observed in defective fuel under the defect site(s) and in the fuel crack regions of defective rods. Steam oxidation to higher oxide phases is
precluded on thermodynamic grounds with the presence of hydrogen (see Figure 2 (a)). However, fuel oxidation could be enhanced by coolant radiolysis with the formation of the highly-reactive hydrogen peroxide species. In fact, this reactive metastable species can equilibrate with the fuel and oxidise it even in the presence of hydrogen [43]. However, hydrogen liberated in the H$_2$O$_2$ oxidation reaction could also neutralise the tendency of the oxidising counterparts to increase the stoichiometry of the fuel. Energy-deposition calculations also suggest that radiolysis does not substantially enhance the fuel oxidation kinetics at high pressure in operating defective rods [36]. At higher temperatures, radiolytic effects should become insignificant in comparison to thermal effects as the thermal reactions and the recombination of transient species become faster. It is therefore expected that any radiolysis-enhanced oxidation would be limited and localised at or near the fuel surface and close to the defect site [36,23].

$\text{U}_4\text{O}_{9-y}$ Nonstoichiometry

The thermodynamic treatment in Figure 2 is in agreement with a large body of experimental data. The calculated U-O phase diagram, as well as a recent evaluation of this system [11], takes the $\text{U}_4\text{O}_9$ phase to be stoichiometric as a reasonable approximation. Many investigators, however, have shown that $\text{U}_4\text{O}_9$ is a narrowly non-stoichiometric phase ($\text{U}_4\text{O}_{9-y}$), where three phases exist: $\alpha$-$\text{U}_4\text{O}_{9-y}$ (below ~80°C), $\beta$-$\text{U}_4\text{O}_{9-y}$ (between ~80°C and ~550°C) and $\gamma$-$\text{U}_4\text{O}_{9-y}$ (above ~550°C) [51]. In-situ neutron diffraction experiments at the Los Alamos Neutron Science Center (LANSCE) investigated the $\text{U}_4\text{O}_9$ non-stoichiometry from room temperature up to a maximum of 1 150°C [24]. Rietveld refinement of the diffraction patterns indicated $\text{U}_4\text{O}_{9-y}$, where $y$ is 0.064, which provides evidence that $\text{U}_4\text{O}_9$ has a non-stoichiometric field at elevated temperature [44]. Although the $\text{U}_4\text{O}_9$ phase is slightly hypo-stoichiometric, this observation does not significantly affect the thermodynamic analysis of Figure 1.

If the $\text{UO}_{2+x}$ is rapidly quenched from high temperatures, a single phase $\text{UO}_{2+x}$ can be “frozen in” when there is little time for diffusion or other processes of structural rearrangement of ions to take place [19]. However, as observed in the LANSCE experiment, the $\text{U}_4\text{O}_{9-y}$ was observed to precipitate out of the $\text{UO}_{2+x}$ at a relatively low temperature (200 to 400°C), where this system approached thermodynamic phase equilibrium in less than one hour.

Out-reactor effects

Fuel oxidation can occur post-irradiation from: (i) low-temperature oxidation in air with possible fuel transfer operations and (ii) long-term storage of defective fuel in the fuel bays in which there is dissolved oxygen in the bay water.

(i) Low-temperature oxidation effects in air

The air oxidation of $\text{UO}_2$ proceeds via a two-step reaction [6]:

$$\text{UO}_2 \rightarrow \text{U}_4\text{O}_9 \rightarrow \text{U}_3\text{O}_8$$  \hspace{1cm} (11)

This process has been studied because of its importance to dry storage and disposal of used nuclear fuel [4,25,62,53,20-22] [17,74,75,63-65].

The “intermediate” phase(s), $\text{U}_4\text{O}_9/\text{U}_3\text{O}_8$, forms as a discrete layer on the surface of the $\text{UO}_2$ sample that thickens with time. Since the reaction rate is limited by oxygen
diffusion through the surface layer, this process has been modelled as a moving-boundary problem [4,25,17]. In the second step of the reaction in Equation 11, grain-boundary diffusion is relatively rapid compared to the rate of $\text{U}_3\text{O}_8$ formation since three-dimensional bulk formation of $\text{U}_3\text{O}_8$ will be slower than unhindered oxidation along the surface [48]. Enhanced fuel oxidation may also occur due to the production of nitrogen oxides formed by radiolysis of air [48]. The nucleation-and-growth mechanism for $\text{U}_3\text{O}_8$ formation has been described by [48]. Higher-oxide formation (post-shutdown) is not an important consideration during normal refuelling operations because of a limited time in air at low temperature [31]. With irradiated fuel, water is also a potential source of radiolytic oxidation products; however, moisture has less of an effect on irradiated fuel samples (at relative humidity (RH)<33%) [63]. At RH <40%, the mechanisms are the same as that for dry oxidation, yielding the bulk products shown in Equation 11 [68]. In aerated water (i.e., RH >40%), mixtures of $\text{U}_3\text{O}_8$ and dehydrated schoepite (DS) have been observed [65,68,69,67,66]. High-moisture (100% RH) limited-air tests on irradiated CANDU fuel at 150°C further suggest that moisture enhances the extent of grain boundary oxidation [18].

(ii) Low-temperature oxidation effects in water (fuel bay storage)

Spent defective Candu fuel bundles, for instance, may be stored for long periods of time (i.e., at least several years) in water bays at ~30°C. The water bays are oxygenated since they are open to the air surface. Experiments conducted in a closed autoclave with fresh fuel specimens, i.e., in aerated water for ~20 d at ~200°C, have indicated that fuel oxidation can occur via: (i) solid-state diffusion to $\text{U}_3\text{O}_7$ (similar to dry oxidation as described above), (ii) oxidative dissolution and precipitation of $\text{U}^{VI}$ as $\text{(UO}_3\text{)}\cdot0.8\text{H}_2\text{O}$ and (iii) back-reduction of dissolved $\text{U}^{VI}$ on the $\text{UO}_2/\text{U}_3\text{O}_7$ surface to form $\text{U}_3\text{O}_8$ [69]. These species are also consistent with a Pourbaix analysis of Redox potential $E$ versus pH in Figure 5 [38], which shows the dissolution/precipitation product of $\text{UO}_3$ ($\text{H}_2\text{O}$). Corrosion experiments with fragments taken from irradiated boiling water reactor (BWR) fuel pellets (~34 GWd·(tU)$^{-1}$) that were conducted at 340°C and 15 MPa for up to ~50 hours indicated the occurrence of microcracks along the grain boundaries due to preferential $\text{U}_3\text{O}_7$ formation (i.e., in water with more than several ppm of dissolved oxygen) [72].

The contribution of out-reactor oxidation in fuel bays is generally small compared to in-reactor oxidation of defective fuel [23].
Impact of radiolysis of water on the oxidative dissolution of UO$_2$

Studies have been performed in the framework of the PRECCI programme to assess the impact of radiolysis of water on the oxidative dissolution of spent fuel. Indeed, for a potential performance assessment of direct disposal of spent fuel in a nuclear waste repository, the chemical reactions between the fuel and possibly intruding water (normal scenario) must be understood and the resulting radionuclide release quantified. It is important to emphasise that although uranium is sparingly soluble ($\approx 10^{-9}$ mol·L$^{-1}$) under reducing conditions (-200 mV/ESH) similar to those encountered in a repository site (European concepts – granitic or clayey site), its solubility can increase significantly at the UO$_2$/water interface because of the very long-lasting $\alpha$ irradiation field. Alpha radiolysis of the water can result in oxidising conditions at the UO$_2$/water interface (redox disequilibrium with the environment) and accelerate the dissolution of the spent fuel matrix. As leaching experiments with spent nuclear fuel cannot specifically address the effects of $\alpha$ radiation on alteration (strong $\beta\gamma$ irradiation predominates for more than a hundred years), leaching experiments were performed under different conditions with UO$_3$ fuel pellets doped with alpha-emitters ($^{238/239}$Pu). These materials simulating the radiation field of spent fuel of various ages were synthesised in the framework of the PRECCI project [50] but also in the framework of European projects (SFS project) [59]. Results show that the effects of alpha radiolysis are highly dependent on environmental conditions. In simple systems, there is a specific alpha activity threshold between two behaviour patterns for uranium release in solution. Either the uranium release increases because radiolysis creates oxidising conditions in the homogeneous solution accompanied by higher uranium solubility, or the release remains constant as the uranium solubility limit is quickly reached under less oxidising conditions. The steady-state concentration can then vary depending on the phase present at the interface: apparently UO$_2$(xH$_2$O) for the lowest activities, if the sample preparation protocol successfully restores the surface stoichiometry, otherwise U$_4$O$_9$ or U$_3$O$_7$. The threshold value lies between 18 and 33 MBq·g$^{-1}$UO$_2$. In a carbonate solution ($10^{-3}$ mol·L$^{-1}$) under anoxic conditions...
(O₂ < 0.1 ppm). This threshold depends on the environmental conditions [71]. In contrast to simple systems (pure water), no significant activity dependence is observed for uranium concentrations in the presence of electroactive species like hydrogen or iron provided by the environment. To conclude the effect of alpha, radiolysis is expected to be negligible under geological disposal given the low alpha flux and the presence of electroactive species in the environment.

**Phase-field modelling of incipient melting behaviour in defective fuel**

With steam penetration into the fuel-to-sheath gap of defective rods, the thermal performance may be affected due to a reduced gap heat transfer coefficient and the possibility of fuel oxidation. In particular, oxidised fuel exhibits a reduced thermal conductivity in addition to a lower incipient melting point, thus lowering the power rating for which fuel melting may occur. Transient analysis codes such as ELOCA, TRANSURANUS, and SCDAP/RELAP often employ simplifying assumptions in regards to their assessment of fuel melting phenomena [61,3,30,73].

Hyperstoichiometric UO₂+x melts non-congruently, implying the oxygen solubility in the solid and liquid may differ and depend on the melting temperature. Melting will therefore redistribute oxygen [29], where, for instance, enrichment of oxygen in the previously molten region of UO₂+x has been observed [2]. A phase-field approach developed from the Theory of Irreversible Processes has been used to describe molten fuel behaviour in defective fuel rods containing oxidised fuel [76,77]. The heat and mass fluxes involve Fourier and Fickian diffusion, respectively, that are coupled through Onsager reciprocal relations [15].

**Figure 6. Simulation result compared with metallography of an irradiated element**

![Figure 6](image)

Top and bottom scales show the degree of oxidation and the temperature, respectively.

A phase-field model has in fact been applied to the analysis of a high-powered defected Candu fuel element that was severely hydrided [35,76]. The results of the simulation shown in Figure 6 overlap with the metallographic post-irradiation examination, showing the distribution profile with the oxygen and fuel temperature in the
The extent of the molten zone is depicted by the white contour line derived from the phase field analysis. Interestingly, this work shows that centreline melting is a self-regulating process since the formation of a liquid reduces the potential for more liquid to form due to the non-congruent phase change. In particular, the difference in oxygen concentration between the solidus and liquidus lines on the O-U binary phase diagram shows an enrichment of oxygen in the liquid so that the remaining solid is reduced in oxygen content, which raises the local melting temperature and increases the thermal conductivity of the solid.
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Abstract

This paper provides an overview of the kinetics for zircaloy clad oxidation behaviour in steam and air during reactor accident conditions. The generation of chemical heat from metal/water reaction is considered. Low-temperature oxidation of zircaloy due to water-side corrosion is further described.

Introduction

The prediction of high-temperature fuel rod behaviour is of particular importance for nuclear safety analysis. An understanding of fuel rod behaviour has been well advanced through many decades of experimental research and efforts in modelling and code development [79]. Various types of component and system computer codes have been developed by the international fuel community to describe nuclear fuel rod behaviour and performance during normal, up-set and severe accident conditions [38,27,16,4,70,82,14]. These various codes describe the complex and linked phenomena associated with the thermomechanical and chemical behaviour of the fuel rod/bundle.

Zircaloy oxidation will affect the behaviour of fuel cladding during normal reactor operation. More importantly, it is also a key source of chemical heat due to metal-water reaction at high temperature during reactor accident situations. The uptake of oxygen can also embrittle the zircaloy sheath. For instance, if the oxygen concentration over half of the clad wall thickness exceeds ~0.7 wt%, it can fail upon rewet during the introduction of emergency core cooling in a reactor accident [68,28], or fail by overstrain under oxide cracks at strains as low as ~2% [67].
Zircaloy clad oxidation

The oxidation of the zircaloy cladding is an important consideration in light water/heavy water reactor accidents because this reaction will release heat and produce hydrogen/deuterium gas:

\[
\begin{align*}
Zr + 2H_2O & \rightarrow ZrO_2 + 2H_2 \\
Zr + 2D_2O & \rightarrow ZrO_2 + 2D_2
\end{align*}
\]

(1)

With a sufficient amount of water vapour, the cladding can be fully oxidised to ZrO\(_2\) before the melting point of the metal is reached. On the other hand, as a significant amount of hydrogen gas can be produced in Equation 1 with a large mass of zirconium in the reactor core, the gas phase can become depleted in water vapour in the downstream locations of the fuel rods/bundle. In this case, the cladding does not completely oxidise and the ZrO\(_2\) scale can be reduced and the oxygen dissolves into the remaining metal.

In the physical process of sheath oxidation [54], with the absorption of oxygen by the sheathing, the steam mole fraction in the gas at the surface of the clad is smaller than that in the bulk gas, and the oxygen uptake rate by the solid depends on the water flux through the external gas phase boundary layer on the cladding surface where it decomposes. The O/Zr ratio in the solid at the surface is related to the water vapour-H\(_2\) ratio in the adjacent gas by the thermochemistry of the O-Zr system. Oxygen in the solid at the surface moves through the oxide scale:

\[
O(gas) \rightarrow O(oxide)
\]

The oxygen that arrives reacts with the substrate metal at the oxide/metal interface to produce the substoichiometric oxide ZrO\(_{2-x}\), which equilibrates with the substrate \(\alpha\)-Zr. The O/Zr ratio in the metal at the interface is the terminal solubility of oxygen in \(\alpha\)-Zr. Oxygen diffuses into the substrate metal from the oxide-metal interface.

\[
O(\text{metal at interface}) \rightarrow O(\text{bulk metal}) \text{ at a rate determined by the Fick’s second law of diffusion.}
\]

Large accident modelling codes [27,16,4,21] generally describe the zircaloy oxidation process using parabolic corrosion rate theory developed from laboratory experiments [78,65,22,62,52,69,7,20,2,81]. For the parabolic rate law:

\[
w^2 = k_w t
\]

(2)

where \(w\) is the mass of zircaloy reacting per unit area with steam (kg m\(^{-2}\)), \(k_w\) is the reaction rate constant (kg m\(^{-4}\) s\(^{-1}\)), and \(t\) is time (s). The parabolic rate constant \(k_w\) has the form:

\[
k_w = k_{wo} \exp\left(\frac{-Q}{RT}\right)
\]

(3)

where \(k_{wo}\) and \(Q\) are constants (see Table 1), \(R\) is the ideal gas constant (= 8.31 J mol\(^{-1}\) K\(^{-1}\)), and \(T\) is the temperature (in K) [41].
Table 1. Parametric values for parabolic rate constant for zircaloy oxidation in steam

<table>
<thead>
<tr>
<th>Investigators</th>
<th>Temperature range (K)</th>
<th>$k_w$ (kg$^2$m$^{-4}$s$^{-1}$)</th>
<th>$Q$ ($\times 10^3$ J/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baker and Just</td>
<td>1273 to melting point</td>
<td>$3.33 \times 10^3$</td>
<td>190</td>
</tr>
<tr>
<td>Urbanic and Heidrick</td>
<td>1323 to 1853</td>
<td>$2.96 \times 10^1$</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>1853 to melting point</td>
<td>$8.79 \times 10^1$</td>
<td>138</td>
</tr>
<tr>
<td>Pawel et al.</td>
<td>1273 to 1773</td>
<td>$2.94 \times 10^2$</td>
<td>167</td>
</tr>
<tr>
<td>Prater and Courtright</td>
<td>1783 to 2773</td>
<td>$2.68 \times 10^4$</td>
<td>220</td>
</tr>
</tbody>
</table>

Recent experiments at 700 to 900°C with steam pressures from 0.1 MPa to 15 MPa suggest that the oxidation rate of zircaloy-4 increases with the steam pressure; however, this pressure dependence does not appear at 1 100°C [60,57]. Zircaloy oxidation tests have also been conducted in various steam-hydrogen mixtures at temperatures between 1 223 K and 1 373 K [23,24,25]. In these latter tests, the total weight gain varied with the hydrogen volume fraction and significantly decreased at a critical level of the hydrogen fraction. Hydrogen absorption occurred above a critical hydrogen fraction with the presence of a porous oxide. The hydriding resulted in a reduction of the zircaloy-4 ductility. In addition, the oxidation kinetics of low-Sn zircaloy-4 cladding has been investigated in the lower temperature range of 773 to 1253 K, where a cubic oxidation rate law is suggested [50]:

$$w^3 = k_w t$$  \( (4) \)

The rate constant obtained in these experiments in steam is shown in Figure 1.

In parabolic corrosion rate theory, the increment in the oxygen absorbed in a time step $\Delta t$ is taken to be the minimum of $w\Delta t$, $n_v$ or $n_w/2$, where $w$ is the molar rate of oxygen absorption per square centimeter of cladding, given by parabolic rate theory, and $n_v$ and $n_w$ are the moles of zirconium and H$_2$O (or D$_2$O) per unit cladding surface area in the node at the start of the time step. These three conditions represent parabolic corrosion in unlimited steam, zirconium availability, and steam availability, respectively. The laboratory corrosion experiments that underlie the above method are isothermal, usually conducted in unlimited steam environments, and are restricted to metal specimens whose thickness is large compared with the scale thickness. Under these conditions, the rates of oxygen uptake and of growth of the oxide scale are theoretically inversely proportional to the square root of time as shown in Equation 2 at high temperature [62]. However, with steam-H$_2$ gas present in a degraded reactor accident and finite sheath thickness, the conditions required for a parabolic behaviour may not be fulfilled. The effect of scale dissolution in the substrate metal, which occurs in steam-starved gases as well as the effect of oxygen concentration reaching the solubility limit across the sheath volume, cannot be modelled by parabolic kinetics. A stage of scale dissolution at high temperature (HT) could also be observed in the case of a thick low-temperature pre-oxide scale (due to long-time oxidation in service conditions) being present at the surface of the clad before a HT transient [9,40]. The presence or absence of a ZrO$_2$ scale on the cladding has also an important effect on the uptake of hydrogen by the metal, which can affect the course of the fuel dissolution process [53] when the metal melts in higher temperature accident scenarios.
The oxidised cladding has a complex morphology. For instance, two other contiguous metallic phases of zirconium can exist for the partially-oxidised zircaloy cladding in addition to the zirconia layer. Since the mechanical properties of these layers are strongly influenced by oxygen distribution [6], an accurate prediction of the layer thicknesses, oxygen profile and reaction rates are needed. In summary, a more complicated model is needed to predict the zircaloy oxidation behaviour to more accurately predict the oxidation kinetics, as well as the sheath deformation behaviour and time of failure. In addition, as mentioned, parabolic kinetics cannot handle the scale dissolution behaviour in reducing environments.

A variety of structures result in oxidised zircaloy that depends on the temperature and oxygen concentration [33]. At temperatures below 1 144 K, an outer layer of zirconia results adjacent to a layer of alpha Zr (α) that contains oxygen in solid solution. On the other hand, at temperatures above 1 255 K, at least three layers are observed: (i) an external zirconia layer, (ii) an intermediate “oxygen-stabilised” α layer and (iii) an inner layer of base metal comprised of transformed beta Zr (β). Between this temperature range, the transformed β forms at the triple point of the α grains, where three structures form: (i) an outside layer of zirconia, (ii) an α layer adjacent to the zirconia layer and (iii) an internal layer of transformed β combined with undissolved α. With cooling, the β phase will transform back to the α phase in which the oxygen concentration is significantly different from that of the oxygen-stabilised α and “prior β”. Moreover, under certain conditions, the α layer can also consist of two sublayers (α1 and α2) [33]. The prior β material can also reveal structural changes where, if enough oxygen is absorbed, “α incursions” may form with a growth of oxygen-enriched α into β. Although the boundaries between the different phases are generally planar, irregular boundary surfaces can be formed at low temperatures or by the appearance of the secondary phenomenon previously mentioned. Figure 2 shows the boundaries for the exiting phases [66].

Figure 1. Rate constant for cubic oxidation kinetics in steam from 773 to 1 253 K [50]
Several analytical models have been developed to predict HT oxidation of metal alloys. First, Debuigne [15] has proposed an analytical model for zirconium oxidation. In this model, a steady-state hypothesis in a semi-infinite geometry was considered. In a more recent work, Ma et al. have applied Debuigne’s analytical model to low-tin zircaloy-4 steam oxidation between 1 100°C and 1 250°C [43]. Because these analyses made the assumption of a semi-infinite sample, the finite size of cladding tubes could not be simulated. This is a major drawback because the thickness of nuclear fuel cladding is quite limited (close to 600 µm), and because oxygen rapidly reaches the internal surface of the cladding wall. As mentioned, diffusion theory has been applied to describe the corrosion of cladding for general transient conditions for finite specimens [61,33,44,31,11,19]. These accurate models require the numerical solution of partial differential equations representing Fickian diffusion in each layer:

$$\frac{\partial C}{\partial t} = D \frac{\partial^2 C}{\partial x^2}$$  \hspace{1cm} (5)

Here $D$ is the diffusion coefficient, $C$ is the oxygen concentration and $x$ is the spatial coordinate. These partial differential equations are also subject to specified oxygen concentration values at each of the layer boundaries and oxygen conservation relationships as the boundaries move. This moving boundary problem has been solved as the FROM (Full Range Oxidation Model) computer code, which predicts the various corrosion layer thicknesses, transition from two phase to three phase oxidation and oxygen concentration profiles in the zircaloy sheath [33]. This latter treatment also incorporates non-equilibrium boundary concentrations that improve the prediction of the oxide layer thickness during fast temperature transients.

**Figure 2. Zirconium-oxide phase diagram**
Berdyshev et al. proposed another numerical model for cladding oxidation as a part of the SVECHA package [3]. The numerical model is also based on Fick’s law and oxygen flux for interface displacements. The model succeeded in accurately simulating the growth kinetics of the αZr(O) phase with specific consideration for oxygen boundary conditions. Since 2006, the French Institut de Radioprotection et de Sûreté Nucléaire (IRSN) has developed the DIFFOX model in order to describe the oxidation of the cladding tube during a loss of coolant accident (LOCA) [19]. Once more it is based on solving Fickian equation for O diffusion with moving boundaries. The DIFFOX model is able to simulate double sided oxidation of cladding tubes with different conditions on each side.

Since a decade, a thermodynamic database named ZIRCOBASE has been developed in the CALPHAD formalism for zircaloy alloys [17]. In particular, it accounts for the variation of O solubility in each phase taking into consideration the different alloy compositions. Hence, a corresponding kinetics model EKINOX-Zr (Estimation KINetics OXidation) has been developed with equilibrium conditions on moving boundaries that are obtained from the thermodynamics database zircobase. It showed that differences in the O solubility result in a change in the O profile in the clad, and the critical time before a total loss of clad ductility [11]. This calculation tool is also able to reproduce the low-temperature oxide scale dissolution phenomena occurring in the early stage of the high-temperature dwell in the case of a thick pre-oxide scale [75]. In recent work [45], EKINOX-Zr was improved to take into account hydrogen and to exchange data with ThermoCalc (coupled with the zircobase database) during the simulation. One observes opposite effects of O and H on αZr ↔ βZr allotropic phase transition temperatures in zircaloy-4 alloy as illustrated on the zircaloy-4 isopleth sections as calculated using thermocalc/zircobase, i.e., as shown in Figure 3, O is a α-stabiliser element whereas H is a β-stabiliser element [75]. These kinetics calculations showed that even in the case of very low variations of hydrogen content in the alloy this can modify equilibrium oxygen concentrations and affect the diffusion profile in the βZr phase.

Figure 3. Calculated isopleth sections of zircaloy-4 alloy as a function of, respectively, O and H content showing the opposite effects of both elements on αZr ↔ βZr allotropic phase transition temperatures.
An “integral diffusion technique” has been further developed as a compromise between the computationally simple yet physically oversimplified parabolic kinetic technique and the highly descriptive but analytically complex full diffusion theory treatment [54]. In this method, the exact concentration distribution of oxygen in the metal phase is replaced by an approximate distribution that fits the boundary and initial conditions. This distribution is coupled to the linear oxygen concentration profile in the oxide layer (and ultimately to the steam mole fraction in the bulk gas). However, this treatment oversimplifies the duplex $\alpha$-Zr and $\beta$-Zr metal phase as a single metal layer (with the diffusion properties of $\alpha$-Zr). Thus, this technique fails to accurately model the structural properties of the sheath, which is particularly important in order to determine the timing of sheath failure. The detailed morphological state of the sheathing is important because it determines: (i) the mechanical properties of the clad and thus the timing of clad failure; (ii) the heat released by the oxidation process and hydrogen dissolution in the cladding, and (iii) the capacity of the metal to dissolve fuel when the cladding melts at $\sim$2 000°C.

Oxidation of the zircaloy sheath in air is also an important phenomenon because of the possibility of fuel handling accidents. Single-effects experiments with air oxidation from $\sim$500 to 1 000°C, as well as multi-element testing in the CODEX facility simulating air ingress for Pressurised Water Reactor (PWR)-type fuel, have been performed [80,51,18,74,32]. In the reaction between zircaloy-4 and air and in steam and nitrogen-containing atmospheres at temperatures above 800°C, there is a degradation of the cladding material with formation of zirconium nitride and its re-oxidation [73]. Breakaway oxidation in air shows similar characteristics to that of steam, where the only difference is due to the formation of zirconium nitrides that affect the characteristics of the zirconia phase. This is supported by the experimental evidence that the oxide thickness at transition is similar for oxidation in steam or air [39,18]. Although parabolic correlations may be applied for oxidation in air, this is only appropriate for high temperatures (>1 400°C) and for pre-oxidised cladding (≥1 100°C), i.e., under all other conditions, faster kinetics are observed to occur [73] probably due to a less protective oxide layer by the crystallographic mismatch between zirconia and zirconium nitrides. This is consistent with similar behaviour reported for zircaloy oxidation in environmental mixtures of steam and nitrogen [73].

Measurements have also been made on the loss of ductility and embrittlement of zircaloy-4 cladding by oxidation and hydriding under LOCA conditions and with a water quench [25,26,77,76] [49,48,35,36]. In particular, the LOFT FP-2 test was a relatively large in-reactor experiment to determine the effect of reflood for a severely damaged core assembly [34,30]. A large fraction of the bundle inventory of the LOFT FP-2 bundle was available for subsequent oxidation during reflooding. This experiment showed that significant $H_2$ generation can be expected during reflooding, which is largely dependent on the degree of prior oxidation and reflood thermal-hydraulic conditions. An upper debris bed was also observed in the LOFT FP-2 test when coolant was introduced into the hot bundle, resulting in a thermal shock and fragmentation of the oxidised fuel rods.

Acceptance criteria for preventing fuel failure due to oxygen and hydrogen embrittlement with water quench by the emergency core coolant system has been proposed by a number of investigators [68,26,20,8,47].
Chemical heat generation by clad oxidation/hydriding

All transient reactor analysis codes compute the oxidative heat release from the standard enthalpy change for the reaction in Equation 1 [27,16,4,70]. However, during a substantial portion of the accident, the corrosion product is not the stoichiometric oxide [55]. In the steam-starved regions, the principal final state is oxygen dissolved in the metal so that the heat release is in accordance with the reaction:

$$\text{Zr} + \text{H}_2\text{O} = \text{Zr(O)} + \text{H}_2 \quad (6)$$

The partial molar enthalpy of solution of oxygen in zircaloy depends on the O/Zr ratio of the metal, where calorimetric data permit estimation of this quantity [5]. For typical oxygen contents in the metal, the heat of solution of oxygen is 3-5% more negative than the heat of formation of stoichiometric ZrO$_2$. Hence, after subtracting the heat of formation of H$_2$O(g), the heat release for the reaction in Equation 6 is 6-10% larger than that for Equation 1 [55,56].

It is generally assumed that the hydrogen solubility in zircaloy is negligible at high temperatures. Although the phase diagram of the H-Zr system shows that zirconium hydrides do not form at temperatures above about 1200 K [37], measurements of the high-temperature solubility of hydrogen in zircaloy, however, show that dissolution as interstitial atoms is significant particularly at a higher system pressure [46,83,84]. For high steam flow rates, the outer sheath surface is covered with a protective ZrO$_2$ scale. Hence, because of the low solubility of hydrogen in ZrO$_2$ [58], H absorption is restricted to just the pick-up fraction that results during zircaloy oxidation. This amount is quite small because of the low hydrogen permeability of the coherent oxide scale produced by oxidation above ~1300 K. When a ZrO$_2$ scale separates the external gas from the metal, the gas in the gap consists of only He and Xe, except for short distances from a rupture site with rod failure, where some hydrogen and, to a lesser extent, steam are present. On the other hand, with a low steam flow rate, the external gas quickly becomes steam-starved and, shortly thereafter, the oxide scale dissolves into the metal. Downstream regions of the reactor core that contain zircaloy without an oxide scale are inevitably in contact with a gas that is nearly pure H$_2$, which dissolves in the metal according to the reaction:

$$\text{H}_2(\text{g}) = 2\text{H(ads)}$$

The equilibrium of this reaction is given by Sievert's law:

$$\frac{C_H}{p_H} = \exp \left( \frac{\Delta S_H}{R} \right) \exp \left( -\frac{\Delta H_H}{RT} \right) \quad (7)$$

where $C_H$ is the H/Zr ratio of the metal in equilibrium with the gas containing H$_2$ at a hydrogen gas partial pressure $p_H$ (atm). The thermochemical properties of hydrogen dissolution in zircaloy are given in Table 2 [46,83,72]. However, some discrepancy is seen in the measured values shown in Table 2. Hydrogen dissolution is typically neglected in accident analysis even though the above data suggest that the solubility is significant at temperatures as high as 2000°C. The principal consequences of hydrogen retention by the metal are twofold [55,56]:
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• the unoxidised metal acts as a sink of hydrogen, which can alter the timing of hydrogen release; hydrogen absorbed in the metal in the steam-starved regions of the core is released on subsequent oxidation, because of the low solubility of hydrogen in zirconia;

• hydrogen absorption by zirconium releases heat.

**Table 2. Thermophysical properties for hydrogen dissolution in zircaloy**

<table>
<thead>
<tr>
<th>Investigator</th>
<th>$\Delta H_f$ (kJ/mol)</th>
<th>$\Delta S_f$ (J/mol-K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Moalem, 1991)</td>
<td>-63</td>
<td>-54</td>
</tr>
<tr>
<td>(Yamanaka, 1995)</td>
<td>-246 (alpha), -252 (beta)</td>
<td>-38 (alpha), -25 (beta)</td>
</tr>
<tr>
<td>(Steinbrück, 2004)</td>
<td>-65</td>
<td>-101</td>
</tr>
</tbody>
</table>

The normal approach for estimating heat release in accident codes is by oxidative heating, which is valid during the early stages of a transient because the principal oxidation product is ZrO$_2$, where the oxide scale has not appreciably dissolved in the metal so that no hydrogen is absorbed in this time period. This oxidative heating is based on the total amount of oxygen absorbed, assuming that the heat released per gram atom of oxygen absorbed by the metal is one-half of the standard enthalpy of the reaction in Equation 1. As previously discussed, in steam-starved regions, one must further consider the effect of hydrogen absorption in metallic zircaloy. Moreover, hydrogen absorption can result in a sharp increase in the heat release with dissolution of only 10% of the corrosion-product hydrogen in cladding without an oxide scale, i.e., while not as exothermic as oxidative heating, hydrogen uptake can nearly double the contribution from oxidation alone [55]. This additional heating effect is the sum of the product of the hydrogen content of the metal and the enthalpy of solution of hydrogen. The cumulative heat release will decrease with a reduction in the solubility of hydrogen in zircaloy as the temperature increases [55]. Desorption of hydrogen from the cladding is endothermic, which consumes more heat than is typically provided by the continuing oxidation process.

**Zircaloy corrosion at low temperature**

During normal reactor operation, the outer cladding surface of the fuel rods will corrode very slowly on the waterside of the cladding. This reaction at low temperature proceeds through the reaction in Equation 1. Part of the hydrogen generated in this reaction diffuses into the metal. At the start of the oxidation process, all of the hydrogen may be absorbed. However, the rate of absorption readily decreases from a maximum during the first 10 mg dm$^{-2}$ oxidation to a typical plateau [10,12,13]. The pick-up fraction (defined as the amount of hydrogen in the metal to the total amount produced during the corrosion reaction) for zircaloy-4 is usually between 5 and 25%. In the case of defective fuel, with the addition of internal clad corrosion, the hydrogen that is not absorbed by the cladding is released into the fuel-to-clad gap of the defected rod, thereby enriching the steam atmosphere in hydrogen, which will affect the oxygen potential in the fuel-to-clad gap thereby inhibiting the fuel oxidation reaction [29].
The kinetics for the waterside corrosion have been extensively studied \([59,71,63,1]\). In the 523 to 673 K temperature range, the corrosion process of zircaloys starts with the formation of a thin protective oxide that grows with an approximate cubic rate law. After a certain thickness is reached, a transition occurs where cracks develop in the oxide film structure. These cracks provide easier access of the oxygen to the oxide-metal interface, resulting in a breakaway regime that is characterised by linear kinetics. An enhancement factor for water-side corrosion is seen for in-reactor conditions, with a factor ranging from 1 to 3 in pressurised water reactors, and 10 for boiling water reactors \([64]\). For a defected fuel element operating at \(~50\) kW m\(^{-1}\), an enhancement of \(~50\) has been suggested for enhanced corrosion on the inside cladding surface due to bombardment by energetic fission fragments \([42]\).
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Chapter 6.

Property-process relationships in nuclear fuel fabrication

V. Tikare
Sandia National Laboratories, US

Abstract
Nuclear fuels are fabricated using many different techniques as they come in a large variety of shapes and compositions. The design and composition of nuclear fuels are predominantly dictated by the engineering requirements necessary for their function in reactors of various designs. Other engineering properties requirements originate from safety and security concerns, and the ease of handling, storing, transporting and disposing of the radioactive materials. In this chapter, the more common of these fuels will be briefly reviewed and the methods used to fabricate them will be presented. The fuels considered in this paper are oxide fuels used in LWRs and FRs, metal fuels in FRs and particulate fuels used in HTGRs. Fabrication of alternative fuel forms and use of standard fuels in alternative reactors will be discussed briefly. The primary motivation to advance fuel fabrication is to improve performance, reduce cost, reduce waste or enhance safety and security of the fuels. To achieve optimal performance, developing models to advance fuel fabrication has to be done in concert with developing fuel performance models. The specific properties and microstructures necessary for improved fuel performance must be identified using fuel performance models, while fuel fabrication models that can determine processing variables to give the desired microstructure and materials properties must be developed.

Introduction
The purpose of a nuclear fuel is to generate heat, which can be used to do work. Thus, the primary function that a nuclear fuel is required to perform is to generate heat in a controlled and sustainable manner and transfer it to power generating facility. In addition, this power generation must be done safely and economically. These basic requirements translate to surprisingly few materials performance requirements for fuels:

- The density of fissionable nuclei must be sufficiently high to sustain a controlled chain reaction.
• High thermal conductivity is necessary to transfer the heat from the fuel to the power generation systems.

• Radioactive materials that are inherent to the fuel as well as those generated during fission must remain safely sequestered within the fuel.

• The cost of the complete fuel life cycle, from fabrication to disposal or reuse, must be economically comparable to competing energy technologies.

In compliance with these materials requirements, a number of nuclear fuel forms have been developed. The overwhelming majority of the nuclear fuels is UO₂ in the form of fuel pellets in zircaloy clad used in LWRs. Other major nuclear fuels are UO₂ fuel for fast reactors, mixed UO₂ and PuO₂ called MOX for use in both LWRs and FRs, metal fuels for use in FRs, particulate fuels and many other specialty fuels. In this work, the fabrication of these fuel forms will be described. The engineering properties that dictate optimisation of the fabrication process to achieve them will be reviewed. Finally, improved processing and fabrication technologies will be suggested.

Figure 1. Schematic diagram of a PWR fuel rod [1]
is slightly pressurised to maintain good contact between the pellets and the clad. A schematic diagram showing a PWR rod is shown in Figure 1 [1]. The UO₂ cylindrical pellets are approximately 1 cm in height and 2 cm in diameter. The clad is zircaloy with typical composition of 98% Zr alloyed with other additives. The choice of zircaloy for the clad is due to chemical stability in the boiling water in BWR and pressurised steam in PWRs. It is also highly resistance to irradiation damage and maintains its structural and dimension properties under the conditions encountered in LWRs. The clad is formed by hot and cold rolling to form a continuous long hollow tube. The ends are welded with plugs to contain the fuel pellets and fission products especially fission gases that are generated during service.

In sodium-cooled fast reactors, the geometry of the rod is similar to that of LWRs, however; there are substantial differences. The rod is thinner to accommodate the fuel pellets, which are still cylindrical, but have a smaller diameter of 0.5 cm. The clad have been traditionally made of stainless steel as it has good chemical stability when in contact with the molten sodium coolant; however other alloys and materials are sometimes used today. Again, the rod is manufactured with a gap between the fuel pellet and clad with a He gas filling it. The clad is discussed in another section of this report. The fuel pellets are the topic of this section. Their fabrication will be discussed in detail for the remainder of this section.

Figure 2. Numerous minerals contain uranium are found in many parts of the world uranium mining and UO₂ powder processing

The first step in making UO₂ is the mining of uranium minerals, which comes in many different types; some are shown in Figure 2. Of these minerals a few qualify as uranium ores as their content is sufficiently high and chemical structure is such as to enable economical extraction. Among these uraninite, pitchblende and davidite are the primary ores used for uranium extraction [2]. Uranium is extracted from the crushed ores by chemical extraction and refining to form yellowcake, a coarse powder with 70 to 90% U₃O₈ and some UO₂ and UO₃. The next step is to convert the yellow cake to UF₆ by a series of chemical processes schematically summarised in Figure 3 [3]. UF₆ is used in uranium processing because it exists in all three phases at pressures and temperature that are common to industrial processes. In the gaseous form, it can be enriched to the desired
content of $^{235}$U. In the liquid form it can be filled and emptied from shipping containers and it can be stored as a solid.

Fuel fabrication for nuclear reactors typically begins with receipt of enriched uranium hexafluoride ($\text{UF}_6$) from an enrichment plant. The $\text{UF}_6$, in solid form, in containers, is heated to gaseous form, and the UF6 gas is chemically processed to form uranium dioxide ($\text{UO}_2$) powder. Conversion of UF6 to UO2 can be performed by one of three processes. In the first, UF6 is reduced and hydrolyzed to UO2 using hydrogen and steam. In the second, UF6 is hydrolyzed by solution in water, ammonia is added to precipitate ammonium diuranate, and the diuranate is reduced to UO2 with hydrogen at 820°C. In the third process, gaseous UF6, CO2, and NH3 are combined in water, precipitating ammonium uranyl carbonate. The ammonium uranyl carbonate is combined with steam and hydrogen at 500-600°C to yield UO2. UF6 to UO2 conversion is often performed as the first stage of a fuel fabrication plant [4].

**Figure 3. A schematic diagram showing the conversion of yellow cake to UF6**

_Uranium dioxide pellet processing_

Once the powder is made, standard powder compaction and sintering methods are used to make the fuel pellet. The UO2 powder is either crushed or agglomerated to obtain the optimum size distribution for die filling and pressing. The powder is uniaxially cold pressed to form a cylindrical pellet. Next the pressed pellet is sintered in a reducing atmosphere at temperatures around 1 500°C, but can be as high as 1 700°C, for approximately four hours. Finally, the pellet is machined to have a disc shaped volume removed from both ends and the edges are ground to be smoothly chamfered as shown in Figure 4. Note the shape shown in Figure 4 is an example, the final dimensions vary depending on the reactor design and fuel used in it. Some pellets are also ground to have an hour glass shape shown in the same figure. While this process appears simple, the variations are numerous to give improved performance during service in a reactor. The details of the process variations will be elaborated in this section.
Among the four criteria listed at the beginning of this document, density of fissile isotopes, thermal conductivity, retention of radioactive materials and cost, the one that is most influenced by UO₂ pellet processing is the retention of fission gases and products. Sustaining a chain reaction is controlled by enrichment and reactor design; thermal conductivity is relatively low in UO₂ especially with the presence of pores and other defects and can only be influenced slightly by processing. Thus, the primary focus of pellet processing is to optimise the microstructure to retain fission gases and other fission products while reducing porosity to improve thermal conductivity and reducing swelling to maintain structural integrity of the clad.

The fission gas release mechanism is a combination of diffusion of the gas atoms to the grain boundaries followed by a percolating event that release the gas into the gap between the fuel pellets and the clad. Fission and the subsequent decay results in formation of some Xe, Kr, I and other gases that contain some radioactive isotopes. These atoms are dissolved in the fuel lattice structure, but have very low solubility. Thus, they precipitate from the fuel lattice to form nano-sized bubbles within grains as well as at grain boundaries. As more gas atoms are generated, the intragranular bubbles become more numerous and grow larger. However, the gas in the bubbles is periodically re-dissolved into the fuel lattice when the passing of a high-energy fission fragment disorder the fuel lattice at the surface of the bubble. This dissolved gas re-precipitates out to form nano-bubbles, but some of it also diffuses to the grain boundaries where it forms grain boundary bubbles. As these grain boundary bubbles grow and become more numerous, they link together to form a percolating path to the external surface or a crack thus releasing the gas. For optimal retention of the fission gases, it is best to keep the gases either dissolved in the lattice or within grains as nano-bubbles.
A secondary benefit to retaining gas in the intragranular nano-sized bubbles rather than in the larger grain boundary bubbles is that it minimises swelling of the fuel pellet. Minimising swelling of the fuel pellet is desirable as it reduces the physical and chemical interaction of the fuel with the clad. The pressure of the gas in the nano-sized bubbles is much higher than in the larger grain boundary bubbles due to the Gibbs-Thomson effect. This, in turn, means the volume occupied by the gas in nano-bubbles is much lower leading to less swelling of the fuel.

Retaining the gas with the grains is accomplished by enlarging the UO$_2$ grains and reducing the porosity in the fuel. A simple relationship describing the fractional release of fission gas, $F$, is developed using a modified Booth analysis [5]:

$$F = \frac{A}{r} \sqrt{\frac{D}{\pi}}$$

(1)

where $r$ is the grain size, $D$ is the diffusion coefficient and $t$ is time. One can see that as the grain size $r$ increases, the release of fission gas to the grain boundaries $F$ decreases. Simplistically, one can attribute this to the greater distance that the gas must diffuse to reach grain boundaries. The emphasis on retention of fission gases within the UO$_2$ fuel grains has driven fuel vendors to manufacture LWR fuel pellets to have very large grains. Traditional LWR fuels were characterised by 12 to 15 mm grains. More recently, the fuels are doped with a variety of oxides to increase grain size. Grain sizes of UO$_2$ with dopants have been reported to grow to be as large as 50 to 100 mm, unusually large grain sizes for ceramic materials. Some of the dopants that have been reported are TiO$_2$ [6-8], V$_2$O$_5$ [9], NbO$_2$ [10-12], Al$_2$O$_3$ [13] [14], Cr$_2$O$_3$ [14-17] and MgO [14]. Another consist result reported is that the density of the oxide doped UO$_2$ is higher than that of the undoped UO$_2$ [6]. While the exact mechanisms leading to grain growth and higher densification rates are not known, many speculate that it is due to increased diffusivity [18]. Virtually all the dopants listed above form solid solutions with UO$_2$ in small quantities (<=0.2 to 0.3 wt%) with associated defects. At higher concentrations, they form a second, liquid phase. In some cases, the dopants at high concentrations form a second phase in the form of nano-size intragranular precipitates. The effect of additives on performance is also mixed with some finding no difference in FGR [10] [17] and other reporting decreased FGR [19].

The same diffusive mechanisms that enhance grain growth and densification also increase diffusivities of the dissolved fission gas atoms. Thus, the increase in gas retention due to the larger grain size $r$ is off-set by the increase in diffusivity $D$ as described by Equation 1. However, there appears to be another mechanism that is enabling gas retention in the large-grained UO$_2$. Some of the additives, such as Cr$_2$O$_3$, form nano-sized precipitates within the grains. These precipitates serve as nucleation sites for fission gas bubbles. Thus, many more nano-sized bubbles form in the larger grains at the precipitates thus increasing the FG retention.

Thermal conductivity of fresh oxide fuels is low to begin with and continually decreases as burn-up proceeds. This decrease is generally attributed to the accumulation of fission products and irradiation damage in the fuel [20]. The formation of gas bubbles, both inter- and intragranular, also decrease thermal conductivity. There is little that can be done to mitigate this decrease. One of the few materials properties that can be controlled
is the initial density of the fuel. Thermal conductivity as a function of porosity is given by the Maxwell-Eucken relationship:

\[ \lambda = \lambda_0 \frac{1 - P}{1 + \beta P} \]  

(2)

Where \( \lambda \) is the thermal conductivity, \( \lambda_0 \) is the theoretical thermal conductivity of the fully dense material, \( P \) is the fraction of porosity and \( \beta \) is a constant related to the geometry of the pores. Fabricating fuels of higher density will increase the thermal conductivity as shown by Equation 2. Retaining the fission gas in intragranular nanobubbles rather than in intergranular submicron-sized bubbles will also help in maintaining higher thermal conductivity.

**MOX fuel pellets**

While MOX fuel pellets have not been used commercially in the US, they have been extensively used by the French commercially and researched for use in LWRs [21]. The original purpose of using MOX was to conserve and extend uranium resources. However, the discovery of many new uranium deposits coupled with improved mining techniques has resulted in unlimited supply of uranium for all practical purposes. The current purpose of MOX is to deplete the large stores of weapons-grade plutonium that have been amassed by recycling used fuel [22,23]. In the past, rather than use PuO₂ fuel pellets with substantially different properties, relatively small quantities of PuO₂ of \( \leq 6\% \) are mixed with the UO₂ in the hope that the resulting fuel will perform similarly to traditional UO₂ fuel [24,25,26]. Indeed, irradiation of the low-PuO₂-content MOX in LWRs has shown very similar behaviour to that of UO₂ [21,27,28]. In more recent years, much higher PuO₂ content MOX, ranging up to 20% PuO₂, has been studied and used successfully in LWRs. In this range, there are quantitative differences in fuel performance and behaviour, however, qualitatively these high-PuO₂ MOX fuels behave similarly to the low-PuO₂ MOX fuels [29].

PuO₂ has the same crystal structure as UO₂ with comparable lattice parameters. Thus the two compounds form a complete solid solution. MOX can be fabricated by precipitation or by mixing the two powders with the later being more, however, virtually all MOX fuel is produced by mixing the two powders. The MIMAS (Micronized MASter blend) process is one process used for mixing UO₂ and PuO₂ powder in two different mixing steps. In the first step, PuO₂ and UO₂ powders and sintered scraps of UO₂ are ball milled for several hours to obtain a homogeneous mixture. The amount of Pu concentration in the master mix can vary between 20 and 40 mol% of heavy metal, but is typically 30 mol%. The second step consists of blending the master mix with depleted or natural UO₂ to obtain the desired final enrichment [30]. This process results in a heterogeneous distribution of Pu and U, as shown in Figure 5 [31] showing Pu rich region consisting of \( \sim 30\% \) Pu, U-rich areas of almost 100% U and the “coating” region where interdiffusion has resulted in region with \( \sim 5\% \) Pu.

Another process used to produce MOX is SBR, Short Binderless Route. In this process, PuO₂, UO₂, and possibly sintered scraps are assembled with the desired enrichment and milled in an attritor mill [30]. Like MIMAS, SBR also results in fuel with PuO₂-rich regions, but these regions are small with PuO₂ enrichment being only
marginally more than the matrix [30]. Powders prepared by MIMAS or SBR are pressed and sintered under the same conditions used for fabricating traditional UO₂ fuel.

**Figure 5. The distribution of U and Pu in MIMAS MOX fuel**

LWR oxide fuels are made using standard powder processing techniques. Powders are milled, mixed, sieved and combined with sintering aids. The powders are formed by uniaxial, cold, dry pressing into pellets. The pellets are sintered at approximately 1 600°C for 1 to 4 hours to the desired density. Finally, the pellets are machined to have the final shape, a haystack shaped-pellet which mitigates the mechanical interaction with the clad due to swelling.

While processing a monolithic piece of UO₂ or MOX to the approximate pellet shape and desired density is routine and relatively easy with present-day technology, obtaining the exact dimensions, and matching the microstructure and composition to performance properties remains challenging. The ability to sinter the pellet to the desired end shape to minimise or even eliminate grinding the pellet to the final shape and size would simplify the processing greatly. Near-net shaping to eliminate grinding can be achieved by developing predictive modelling enabled by experiments that characterise sintering as a function of the starting powder characteristics (particle size and shape distributions, and composition and composition distribution), the powder compact characteristics (density variation in the compact after pressing). Near net shaping is routinely achieved in many metallic products as sufficient control can be exerted over all aspects of powder processing. For LWR fuels, the feed stock materials for synthesising powders can vary greatly. Thus, more research is needed to develop near-net shape sintering.

Like almost all engineering materials, the microstructure and composition of the materials must be optimised to obtain the desired performance properties during service. Nuclear fuels are no exception. The exact role of additives on diffusion processing during sintering and irradiation is not well understood. The role of precipitates on fission gas retention is also not well understood. The distribution of phases and composition on
MOX performance is poorly understood. The bulk of the research necessary in fuel fabrication is not the fabrication itself, but in identifying the desired microstructure, phases and composition; then developing the powder processing methods to obtain this microstructure at the end of powder synthesis, pressing and sintering.

**Fast reactor oxide fuel pellets**

The neutronics of a fast reactor require that the fuel pellet have a smaller diameter approximately 0.5 cm as compared to the 1 cm diameter of LWR fuel pellets. While this does not have great implications for pellet processing, it does require slightly better control during the powder compaction as the aspect ratio of the die is higher. Otherwise, the basic pressing and sintering of FR pellets is very similar to LWR fuel pellets.

Another requirement imposed by FR neutronics is that enrichment of FR fuels have much higher enrichment with typical enrichments of 19% and some research fuels having PuO₂ of 44% [32]. This does complicate powder processing as the higher alpha-emissions do charge the powders more, but more controlled powder processing can overcome these complications easily.

The conditions that the fuel pellet experiences in a fast reactor are substantially different from those experienced by LWR fuels. Both the absolute temperature and the temperature gradients in a FR fuel pellet are much higher. This leads to substantial restructuring of the fuel within a couple of days of service in-reactor. The fresh fuel pellet has uniform grain size and density, but very quickly becomes restructured to have the features shown in Figure 6 [28,29]. The porosity in the central portion of the pellet diffuses up the temperature gradient due to the Soret effect. It forms a central void that traverses the length of the entire pellet. In the region immediately adjacent to the void, grain growth under the large temperature gradient results in columnar grains. The third region experiences equi-axed grain growth. The outer most region remains unchanged as the temperature is low. However, at high burn-up >70 GWD/tU, the high-burn-up rim structure does form in ²³⁸U containing fuels.

**Figure 6. Fast reactor fuels restructure to form a central, axial pore with grain structure as shown schematically on the left and in a micrograph on the right**

Fission gas retention in FR pellets is difficult to achieve. In the central region of the fuel where the columnar grains form, the fission gas like the gas in the pores diffuses up the temperature gradient to the central void and is released. In the next layer where the...
equi-axed grains form, the temperature is high and fission gas diffusivity is high, leading to a release by diffusion to grain boundaries, followed by percolation along the boundaries. In the outer, cooler region fission gas is retained much like it is in LWR fuels.

Thus the goals of the FR fuel pellet processing to optimise performance are different than that of LWR fuel pellets. Oxygen retention within the fuel is more important than it is for LWR fuels. Each fission event removes a U atom from the UO$_2$ lattice, leaving two oxygen atoms available to nominally oxidise the steel clad. Oxidation of the clad would substantially degrade the chemical and mechanical properties of the clad making it more susceptible to releasing radio-nuclides. In order to retain the oxygen atoms release by fission in the fuel, FR fuels are made with oxygen hypo-stoichiometry UO$_{2-x}$ with $x$ ranging from 0.03 to 0.08. Hypo-stoichiometry is achieved primarily by sintering the UO$_2$ pellet in highly reducing environments. In LWR fuels, oxygen can and does diffuse to oxidise the clad. However, far fewer oxygen atoms are released as the enrichment in LWRs fuels is much lower. The lower temperatures in the fuel and especially at the clad result in lower oxygen diffusion rates. Lower diffusivity of fewer oxygen atoms leads to less oxidation of the clad. Thus, little effort is made to lower the oxygen stoichiometry of LWR fuels.

Reducing the fuel-clad mechanical interaction by reducing fuel pellet swelling is another goal of FR fuel design. As discussed above, the high temperatures and high-temperature gradients of the fuel lead to very little retention of fission gases within grains either in the form of dissolved gas or nano-sized bubbles. While nano-sized intragranular bubbles do form, they retain much less fission gas than in LWR fuels [35]. Thus, unlike LWR fuels, no attempt to trap gas bubbles at metal oxides precipitates in large-grained structures is made. Rather the fuel rod is designed with a large plenum to retain the fission gas rather than allow it to pressurise the clad by filling the gap between the fuel pellets and clad. The plenum is normally very long, typically the same height as the core and can be located either above or below the core [36].

Due to the high neutron absorption cross-section of Pu in the fast neutron energy spectrum and the high enrichment necessary for FR, mixed UO$_2$ and PuO$_2$ MOX is frequently used. Unlike LWR MOX fuel, FR MOX has a much higher fraction of Pu. Other compositional differences in FR fuels may be driven by the need to consume TRU elements such as Np, Cm and Am formed during irradiation. The separation and use of these long-lived TRU elements would not only provide energy, but also reduce the burden of sequestering them for many thousands of years or even longer. While sintering of FR UO$_2$ or MOX fuel with minor quantities of NpO$_2$, AmO$_2$, and CmO$_2$ is not substantially different than the standard process of milling, mixing, pressing and sintering, some complications may arise. Achieving hypo-stoichiometry in FR oxide fuels with TRU may require some modification to the sintering process such the composition of the reducing atmosphere used during sintering. The differences in diffusivities due to TRU additions may drive the development of a modified time-temperature cycle. The TRU elements, particularly Am, have high volatility. This requires modification either to the sintering cycle or the furnace to control the loss of the TRU elements.

Fast reactor oxide fuels operate at very high temperatures with the centreline temperature that is close to its melting point. These high temperatures drive microstructural evolution and compositional changes that is specific to the fuel and design.
There is little one can do to effect these changes during service by fabrication. Thus, the opportunity to develop improved FR oxide fuel and the attending fabrication methodologies is limited.

**Metallic fuels**

Metallic fuels have been used in SFRs and offer some advantages over oxide fuels. The primary one being the higher thermal conductivity of the fuel which allows the operational temperatures to be lower and requires less cooling under accident conditions. Other advantages are high fissile and fertile density capability and low Doppler broadening yielding lower reactivity feedback. However, metal fuels do have the disadvantage of having lower melting temperatures and high chemical interaction with the clad than do oxide fuels.

For optimal performance and safer operation during off-normal or accident condition, high melting temperature is desired. Alloying with components that do not lower the melting temperature of uranium and plutonium is important. Another necessary property of the alloying component is that it does not moderate the neutrons. Early attempts to alloy with iron [37-39], cobalt [40,41], aluminum [42,43] and other metals proved unsustainable [44]. Alloying with zirconium [45,46] proved to be the best option as it has the desirable neutronic properties, has a much higher melting temperature than those of Pu and U and mitigates chemical interaction with the clad. It also has the advantage of stabilising the desired phase in Pu [44,42]. A possible route for disposition of many of the long-lived TRU elements such as Np, Cm and Am, is to alloy them with U-Pu-Zr fuel. While little data exists for Cm, all other TRU elements, Am, Pu and Np, have higher vapour pressure than U at fabrication temperatures.Americium in particular has a very high vapour pressure [47]. Their high volatility present some challenge during fabrication. Another complication of alloying TRU elements with U-Pu-Zr is that they are gamma emitters; thus requiring greater shielding during fabrication and handling during and post-service.

Metal fuels for FR have traditionally been fabricated by melting and casting into long pins which are clad in stainless steels with sodium filling the gap between the fuel and clad. The fuel rod is designed with a large plenum to retain fission gas released during operation. A number of methods have been used to fabricate the metal pins. Several molten metal casting techniques, continuous casting, centrifugal casting, injection casting, vacuum casting [48,49] and others [50], have been attempted. Other methods such as co-extrusion with clad and hot rolling have also been tried. Injection casting into quartz molds has emerged as the primary fabrication of metal fuels. Injection casting of U-Pu-Zr fuels consists of melting the feedstock in the desired alloy ratio at a temperature of approximately 1 500°C in an induction furnace. To fabricate EBR-II fuel, Y₂O₃ coated graphite crucibles were used for the melt. Once the fuel is molten, the atmosphere in the furnace is evacuated and the quartz molds were lowered into the melt until they were fully submerged. After several seconds when the molds have preheated, the furnace was rapidly pressurised with argon gas to inject the metal into the molds [47].

This injection casting technique has proven effective in making the long, thin metal pins with uniform isotropic microstructure that is desired. Furthermore, it is conducive to remote operation as it is easily built and operated. However, the need for retaining highly volatile components such as Am during casting is driving development of improved
injection casting for advanced metallic fuels. The casting process and equipment is being
designed to minimise evaporation of the volatile components by minimising their
exposure time to high temperature, reducing application of vacuum and keeping the
crucibles closed. A schematic model of one such system being developed at INL is shown
in Figure 7 [50,51].

Figure 7. Schematics of the bench-scale metal casting being developed at INL (in this system the
three molds extend down at small angles from the crucible)

Particulate fuels

Particulate fuels are a class of fuels consisting of a spherical kernel of fissile fuel
enveloped in concentric coatings. Nominally, the coatings function much like cladding for
pellets; they provide a barrier against release of radioactive ions. The overall dimension of
the spherical fuel particle ranges from 0.7 to 1.0 mm. Among the particulate fuels, TRISO,
tristructural-isotropic, has emerged as the predominant fuel. While there are a few variants
of TRISO, the basic particle consists of the UO₂ or UCO kernel with four layers
consisting of three isotropic materials. The first layer, a porous carbon buffer over the
kernel, serves to contain fission products that escape the kernel by recoil or the knock out
effect. It also provides open space for the swelling fuel kernel and fission gases to fill, thus
reducing the pressure on the outer layers. The next three layers are inner dense pyrolytic
carbon (iPyC), SiC and outer dense pyrolytic carbon (oPyC). They contain all the
radioactive materials, fuel and fission products, from being released. These three layers are
often referred to as the pressure vessel as they contain the pressurised fission gases.
Pyrolytic carbon is composed of graphene sheets in planar order with some bonding
between the sheets. Depending on the deposition conditions a wide range of
microstructures from isotropic to lamellar can result [52]. Note that the deposition
conditions are not just of the PyC layer in question, but of subsequent outer layers as well.
Thus the inner iPyC layer is usually more anisotropic than the outer one. The desirable
PyC microstructure for TRISO fuel particles is a dense, isotropic one. Under irradiation,
PyC will develop irradiation defects resulting in volume change. Anisotropic volumetric
changes will crack the PyC layers, but isotropic PyC with uniform and dense microstructure will remain protective under irradiation [53]. The SiC layer, like all the layers, is chemically deposited. A “good” SiC layer is dense, equi-axed (as opposed to columnar) and small-grained with no defects such as pores or inclusion.

The variations in TRISO are the exact composition and size of the kernel. The most common kernels are either UO₂ or UCO, however, other fissile materials can also be used to form the kernel, such as MOX or oxides with other transuranics. The size of the kernel can range from 350 to 500 mm and the exact thickness of the outer layers can also vary with typical layer being 35 to 90 mm thick.

These particles can be packed in various configurations to constitute a fuel element. The two most widely used are pebbles in a pebble bed reactor and fuel compacts in prismatic, graphite fuel elements. These are schematically shown in Figures 8a and b. The fuel in Figure 8a was a TRISO product developed by Pebble Bed Modular Reactor, Pty. Ltd. [54]. The fuel element, called a pebble, is a sphere approximately the size of a tennis ball. The pebble consists of fuel particles embedded in a graphite matrix which is \( \sim 5 \) cm in diameter surrounded by another cm of fuel free graphite for a total pebble diameter of 6 cm. The number of fuel particles in each pebble is on the order of 15 000.

Figure 8a. Schematic of a TRISO particle in a graphite pebble

For the Prismatic Modular Reactor (PMR), the TRISO particles are embedded in a “fuel compact”, also composed of graphite matrix, which are cylinders \( \sim 5 \) cm in height by 1.27 cm in diameter. These cylinders are inserted into graphite fuel elements, as shown in Figure 8b [55]. Both the types of fuel elements were designed to be used in high-temperature gas-cooled reactors. He gas is used as the coolant.

Other fuel and reactor designs for particulate fuels have been proposed. These will not be reviewed here; however, one example of an alternative particulate fuel design is to use them in currently operational LWRs. The design consists of replacing current oxide pellets with pellets formed by TRISO particles dispersed in a carbon matrix. The advantages of

---

1 Pebble Bed Modular Reactor, Pty. Ltd. is a subsidiary of EskomHoldings and is a state of Care and Maintenance.
this design are increased safety, higher burn-ups, reduced waste and reduced waste handling. The fission products and gases are retained in the fuel particles even under accident conditions making the fuel safer. The fuel kernels can be made of TRU fuels, thus reducing the amount of waste for disposal. The handling, transport and storage of these fuels is more robust as the fission products are hermetically sealed within each particle.

The kernel is fabricated using a sol gel process. The layers are deposited by CVD. Sol gel has been used to form spherical particles for many years [56]. Using it to form the kernel of TRISO particles was a natural extension of this technology. A sol is a dispersion of colloidal particles in a liquid. A gel is an interconnected, rigid network of long polymeric chains. The basic sol-gel process is the reaction of a nitrate salt with ammonia to produce a spherical gel. The ammonia is produced internally by the decomposition of HMTA, (CH₂)₆N₄. An aqueous solution of uranyl nitrate is made. The active chemical reagents for UO₂ internal gelation are the uranyl nitrate salt combined with urea (NH₂)₂CO and HMTA (CH₂)₆N₄ inside an inert heat transfer medium, such as silicone. At the low temperature of 0°C, urea combines with the nitrate salt to stabilise the solution and prevent early gelation. The temperature is raised to 100°C and the solution is introduced into the silicone oil using a needle in the form of drops. The drops spheroidise and gelation proceeds to produce a solid sphere of hydrated uranium oxide with ammonia. The detailed process with the accompanying chemical reactions are reviewed by Jeong et al. [57]. The spheres are sintered to form the dense kernel of the TRISO particle [58,59]. The spherical kernels are coated using Chemical Vapour Deposition (CVD), to form the porous carbon, pyrolytic carbon and SiC layers over the kernel.

Figure 8b. Schematic of a TRISO particle formed into graphitic, cylindrical compacts in prismatic fuel elements

The advantage of TRISO fuel particles is that they contain the radioactive material, both the initial fissile material and the resulting fission products, within the particles. The outer layers of C and SiC serve as the containment and are often called the pressure vessel as the fission products, particularly the gases, pressurise the particle. The goal of the fabrication process is to produce highly spherical kernels and high strength, defect free coatings to ensure radioactive nuclides remain contained during service, and storage and
transportation of the used fuel. Improved processing resulting near-perfect particles is needed. Due to criticality concerns, the kernels must be processed in small batches. Scaling fabrication operations to manufacturing scales while ensuring safety and quality of the particles is another goal.

**Modelling to enable advanced fuel fabrication**

A necessary component of designing fabrication methods for developing advanced fuels is to know the desired characteristics of the resulting fuel that will perform optimally during service and later during storage and/or disposal conditions. Fuel fabrication must be constantly informed by how fabrication conditions affect the resulting fuel performance. Thus, adapting and developing models for fuel fabrication must be designed under these constraints. The fuel characteristics that can be controlled by fabrication can be separated into microstructural and chemical. The chemical composition will determine the thermodynamic stability, thermomechanical properties, irradiation response and other performance characteristics. Microstructure will influence kinetic rates, release of fission products, swelling, thermal conductivity degradation and many more properties. Thus, fabrication models must be able to predict these fuel characteristics and how they evolve during fabrication.

**Oxide fuel fabrication models**

Oxides are fabricated by pressing or otherwise shaping powder compacts that are sintered to form stronger more dense ceramics. Models that simulate these processes at multiple length scales could aid either in improving the fabrication process or the development of advanced oxides fuels. An example of the former may be the ability to make near-net shape oxides that do not require machining after sintering. Examples of the latter are when the composition of the fuel is changed by adding transuranics to UO$_2$ or additives to control microstructure, tailoring the sintering process to ensure only the desired microstructural and compositional changes occur. This requires simulation capabilities at the microstructural and continuum scale. At the pellet-scale, engineering models that simulate the macro-dimensional size and shape changes in the powder compact from pressing to final sintering are necessary as a function of powder characteristics such as particle size and shape, particle chemical composition, additives composition and distribution, and variation in density in the pressed pellet as well as processing conditions such as die geometry, pressing variables, sintering time and temperature. At the mesoscale level, models are needed to predict microstructural evolution and variations in the composition at the grain size scale from pressed powder compact to sintering pellet. Engineering scale models of powder compaction and sintering are highly developed. Their precision to predict macroscale changes is dependent of the accuracy of the constitutive materials models they use. The development of constitutive materials models that give the shrinkage, grain growth, porosity evolution, changes in chemistry and other microstructural during oxide fabrication are the key to advancing oxide fuel fabrication modelling. Development of microstructural evolution models that can be used to obtain material models for the continuum models would be the most effective way to promote fuel fabrication.
**Metal fuel fabrication models**

Metal fuels are fabricated by melting the metal and pouring into a mold to cast fuel pins that have very high aspect ratios of length to diameter and must be straight. Both the casting process and models to simulate it are highly developed. Adapting these models for the geometry of materials used for metal fuel casting could be accomplished readily. Mold design and optimisation of the casting process would be most useful for metal fuel design when the geometry or composition of the fuel needs to be modified. For example, if the fuel pin requires that the porosity in the cast fuel pin should be 4% and distributed evenly through the entire length of the cast pin, the casting model can be used to bracket the casting process conditions to be tested. Such modelling would greatly reduce process development time and expense by narrowing the casting process variables to obtain the desired porosity. If the composition of the metal is changed it may change the viscosity, which, in turn, may change the metal flow and filling into the mold. Again, a casting model that can simulate pin fabrication by casting would greatly improve efficiency, cost and performance of the fuel. The investment to further metal fuel fabrication is in the adaptation of casting models to fuel geometries and materials rather than in development of the casting models themselves. Again, the emphasis should be on mesoscale microstructural models that give details of grain size and shape given cooling conditions, formation of voids given pouring conditions and other such characteristics.

**Particulate fuel fabrication models**

Particulate fuels are fabricated by using sol-gel techniques to form the kernel and CVD is used to form the outer coatings. “Good” particles are ones that have kernels of concise size and shape with defect free coatings of even thickness with no cracks or voids. There is little that process modelling has to offer in fabricating these fuels. However, models that address the chemical and structural stability and thermomechanical performance of the particles during reactor service and later are necessary to continue to develop better designs of the particulate fuels.

**Conclusion and future challenges**

The fabrication of all engineering materials is intimately tied to obtaining the desired composition, microstructure and performance properties of that component. Nuclear fuels are the same. Their fabrication methods are a direct result of their performance characteristics during assembly of fuel elements, irradiation during service under normal and off-normal conditions, and during post-service handling, transportation and storage. The fabrication techniques of fuels are highly developed to meet the needs of current commercial nuclear reactors. The current fabrication processes are sufficiently advanced to enable obtaining the desired fuel macro-form with a minimal development effort. The motivation for developing improved fuel fabrication techniques for fuels in current commercial reactors is to lower cost or to improve safety and security. However, more than 50 years of LWR fuel development has optimised fuel fabrication to meet its performance requirements. Powder synthesis and powder processing have likewise continuously improved, thus oxide fuel fabrication is highly developed and not difficult to achieve. Likewise, melt and casting of metal fuels is also readily achievable with today’s technologies. Thus, the objective of improved fuel fabrication research is to develop
fabrication techniques to obtain the desired microstructure, composition distribution and other fuel characteristics.

The ability to tailor fabrication processes and or variables with sufficient control to obtain the desired fuel characteristics is the key. The desired fuel characteristics may be large grains of UO$_2$ with 50 nm precipitates of a particular oxide that are spaced approximately 100 nm apart. Or they may be to have Am in a metal fuel rod at a radial distance $r = 0.7$ (where $r = 1.0$ is the external surface) from the centre of the fuel axis where the temperature is relatively low, but Am is not readily able to vapourise from the surface. The fabrication variables and processes that would allow one to meet these can range from simple changes like adjusting the additives or particle size distribution to casting in a sealed furnace to very complex fabrication techniques like melt casting in layered structures to obtain the variable composition in the desired radial distributions.

A consequence of this type of fuel fabrication development to improve performance is that fuel fabrication research cannot be separated from fuel performance research. They two are closely tied thus requiring the need to design research programmes that recognise the overlap between fuel fabrication and fuel performance. This is the classic materials paradigm of fabrication-microstructure-properties link that enables progress in engineering performance of any component.
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Abstract

Thermal transport in nuclear fuels is a key performance metric that affects not only the power output, but is also an important consideration in potential accident situations. While the fundamental theory of the thermal transport in crystalline solids was extensively developed in the 1950s and 1960s, the pertinent analytic approaches contained significant simplifications of the physical processes. While these approaches enabled estimates of the thermal conductivity in bulk materials with microstructure, they were not comprehensive enough to provide the detailed guidance needed for the in-pile fuel performance. Rather, this guidance has come from data painfully accumulated over 50 years of experiments on irradiated uranium dioxide, the most widely used nuclear fuel. At this point, a fundamental theoretical understanding of the interplay between the microstructure and thermal conductivity of irradiated uranium dioxide fuel is still lacking. In this chapter, recent advances are summarised in the modelling approaches for thermal transport of uranium dioxide fuel. Being computational in nature, these modelling approaches can, at least in principle, describe in detail virtually all mechanisms affecting thermal transport at the atomistic level, while permitting the coupling of the atomistic-level simulations to the mesoscale continuum theory and thus enable the capture of the impact of microstructural evolution in fuel on thermal transport. While the subject of current studies is uranium dioxide, potential applications of the methods described in this chapter extend to the thermal performance of other fuel forms.
Introduction

In a nuclear power plant, energy is generated inside the reactor core in the form of heat, which is then transported out of the core by a working fluid and ultimately used to drive turbines and generate electricity. In the reactor core itself, heat is generated in the nuclear fuel by two processes: the fission of fissile (and fissionable) elements and radioactive decay of fission products. The fission process is the main contributor to heat generation under reactor operation. In shut-down mode, heat is mainly generated by radioactive decay [47,29].

Uranium dioxide (UO$_2$) is the most commonly used fuel form, especially in Light Water Reactors (LWRs). Aside from minor variations that depend on the reactor design, all LWRs utilise UO$_2$ fuel made of small pellets stacked and clad by thin walled tubes of zirconium alloy. Clad tubes filled with pellets are known as fuel elements. These elements are assembled in bundles, which are further grouped to form the fuel assembly inside the reactor core [47,29]. During reactor operation, the cooling water passes through the core to transport the heat out and keep the fuel temperature under control. The fuel assembly has to be thermomechanically and chemically stable so as to maintain the cooling process uninterrupted. The fuel conducts all heat generated to the coolant. This process depends on the thermal conductivity of the fuel, thermal conductivity in the gap region, fuel-clad interface conductance, clad thermal conductivity and the condition of the outer clad surface. Of these, the conductivity of the fuel is most critical because, being a ceramic, UO$_2$ has a low thermal conductivity of typically only a few W/mK at the temperature range of interest to reactor operation. The thermal conductivity decreases with increasing temperature, and deteriorates irreversibly during service. This deterioration is the result of a large number of microscopic and microstructural processes, including the change in composition due to fission and subsequent fission product decay, the formation and evolution of microstructure features such as dislocations, gas bubbles and precipitates, and fuel restructuring. The connection between these processes and the conductivity changes have long been a concern within the fuel design community, and many empirical models have been developed and/or adopted to describe such changes [63].

Most fuel performance codes use semi-empirical models to capture the effect of irradiation-induced microstructure on the thermo-physical properties of UO$_2$, most especially the thermal conductivity. A variety of such models exist [63,65,71] [31,70,84], the review of which is beyond the scope of this chapter. Most such models, however, start with the conductivity of the pristine, unirradiated UO$_2$, which has a thermal conductivity that decays slowly as $1/(a+BT)$, with $T$ being the absolute temperature, up to temperatures close to 2 000 K; $a$ and $b$ are empirical constants. At any given temperature, irradiation lowers the conductivity values for UO$_2$ below the pristine value. The conductivity models available in the literature treat this reduction of conductivity by including corrections associated with various defects and microstructure features: dissolved fission products, porosity (voids and bubbles), dislocation loops, precipitates, and grain boundary evolution, etc. Since there is currently no theoretical framework to include such defects on a rigorous basis, various levels of approximations have been used. Typical semi-empirical models can be found in [9] and [65], which attempt to reproduce the experimental observations. The salient experimental observations of conductivity degradation are as follows: the conductivity decreases as a function of measurement temperature, irradiation temperature
and burn-up, while it shows some improvement as a function of annealing temperature due to defect recovery. These observations imply that the conductivity is strongly dependent on the temperature-history and is in general a dynamical quantity [65]. As such, physics-based models are highly desirable to capture the conductivity of UO$_2$ during reactor operation.

In this chapter, we assess the state-of-the-art modelling techniques of thermal transport in UO$_2$, taking into consideration the impact of defects and microstructure on that important fuel property. Specifically, we address the issues related to the impact of defects and microstructure on the thermal conductivity of UO$_2$ and discuss available modelling approaches. These issues are conveniently categorised and discussed in the next two sections under atomistic and mesoscale modelling approaches. The chapter ends with a discussion of further modelling needs in this important area.

Recent progress in atomistic simulation of thermal transport in UO$_2$

As with all electrically insulating crystalline solids, thermal transport in UO$_2$ is mediated by lattice vibrations, the quanta of which are known as phonons. At very high temperatures (above ~1500 K), contributions from polarons (localised structures of phonons and electrons) lead to a slow increase in the thermal conductivity [17]. Since this temperature range is outside of the operating conditions of the typical nuclear reactor, we concentrate our discussion here on the phonon-mediated lattice thermal transport. Above the Debye temperature (≈400 K), thermal transport is primarily affected by the phonon-phonon interactions and by phonon scattering by defects of the crystal. We therefore discuss the nature of the phonon-phonon interactions in UO$_2$ first. Of the various defects, point defects seem to be the most important in degrading thermal conductivity; hence we continue with the discussion of the phonons interactions with the point defects. UO$_2$ fuel is a polycrystalline ceramics with some porosity (typically around 5% for a fresh pellet). Porosity is further developed during burn-up of the fuel, in the form of the helium bubbles. The polycrystallinity of UO$_2$ results in additional Kapitza resistance across grain boundaries and interfaces with second phases. In the subsequent sections, we outline the effect of these microstructural features on thermal conductivity. Finally, we discuss a contribution of the dislocations to the overall thermal transport. We remark here that the studies of UO$_2$ itself are rather limited and, therefore, we discuss the advances in the simulation of the thermal conductivity of ceramics and, where available, examples of the applications to UO$_2$ will be discussed. In particular, a ceramic solid that has the same crystal structure as UO$_2$ and which has been extensively studied is yttria-stabilised zirconia.

Phonons and their interactions

The concept of phonon-mediated thermal transport is briefly outlined here [8,94]. The pertinent theoretical formalisms represent the starting point of the classical topics of lattice dynamics and the theory of heat of crystalline solids [11]. The starting point of such formalisms is expanding the potential energy of the crystal into a Taylor series around equilibrium atomic positions. In the harmonic approximation, this series is truncated after the quadratic term. Using the translational symmetry of the crystal, the resulting Hamiltonian can be diagonalised in a plane wave basis, with the frequencies of the waves determined by the eigenvalues of the dynamical matrix. Looking at the problem from a different perspective, each of the plane waves can be viewed as a propagating harmonic
oscillator (crystal) mode; hence the dynamics of the crystal is described as a set of harmonic oscillators for which the quantum solution is readily available. In the quantum view, each of the eigenstates of the system corresponds to a phonon and the thermal energy in the solid can be viewed as the energy of ideal gas of non-interacting phonons. Since phonons are bosons, the number of phonons in the system at a given temperature is given by the Bose-Einstein distribution.

Using standard statistical mechanics, one can immediately deduce the formula for the thermal conductivity tensor of such phonon gas:

\[ k_{ij} = \sum \lambda C^\lambda_i v^\lambda_i v^\lambda_j \tau^\lambda \]  

(1)

In this expression, \( \lambda \) denotes individual phonon modes, \( C^\lambda_i \) is the heat capacity of a given mode, \( v^\lambda_i \) is the \( i \)-th component of the phonon group velocity and \( \tau^\lambda \) is the phonon lifetime. In the harmonic approximation, the thermal conductivity of a solid is infinite (the analogy with the atomic ideal gas is not absolute, since head-on collisions are not present in the phonons case, hence the infinite phonon lifetime). In order to produce interactions among phonons, one retains high-order anharmonic terms in the Taylor expansion of the potential energy and treats them by the means of perturbation theory [51]. In this description, the phonon-phonon interactions result in both an energy shift and a non-zero linewidth \( \Gamma^\lambda \) of each phonon state. The linewidth \( \Gamma^\lambda \) is related to the phonon lifetime \( \tau^\lambda = 1/2\Gamma^\lambda \), and therefore is the fundamental quantity describing phonon-mediated thermal conductivity. To leading order, the cubic and quartic terms in the expansion of the crystal energy contribute approximately the same amount to the shift in the phonon energy, while only the cubic term contributes to the linewidth.

To this point, the analysis has been for a statistical phonon system under thermodynamic equilibrium, whereas thermal transport is a non-equilibrium process. The standard vehicle to treat non-equilibrium phonon transport is to use the Boltzmann Transport Equation (BTE), which governs the phonon distribution in the crystalline solid. For small deviations from equilibrium, the BTE (see next section) can be linearised and solved under various simplifications. For example, the relaxation time approximation [42] leads to the expression for the thermal conductivity in Equation 1. The resulting non-equilibrium distribution function can support non-zero heat current, and from which one can, by using Fourier’s law, extract the thermal conductivity of the solid. Moreover, the presence of defects in the crystalline solid of interest can also be treated within the relaxation time approximation, taking advantage of the fact that various types of crystal defects provide additional scattering mechanisms for phonons, each associated with a corresponding relaxation time. Treating different scattering mechanisms as independent from each other, it is possible to use Mathiessen’s rule to compute overall relaxation time, \( \tau \), as follows:

\[ \frac{1}{\tau} = \frac{1}{\tau_u} + \frac{1}{\tau_d} + \frac{1}{\tau_b} \ldots \]  

(2)

Here \( \tau_u \) is the relaxation time associated with phonon-phonon scattering mechanism; \( \tau_d \) and \( \tau_b \) is associated with the scattering on the point defects and boundaries correspondingly. This programme was actively developed in the 1950s and 1960s with great success in the works of Klemens, Ziman, Carruthers, Callaway and others [42,16,14,94,8]. The major difficulty, however, is that in order to obtain analytical expressions some significant
simplifying approximations have to be made (for example, the Debye approximation for the phonon density of states neglects most of the detailed information about interatomic interactions).

Atomistic level simulation of thermal transport in crystalline solids has been pursued to gain further insight into the impact of various scattering mechanisms on thermal transport. The pertinent methods can be divided into two broad classes: Lattice Dynamics (LD) based methods and Molecular Dynamics (MD) based methods. Lattice dynamics methods follow the analysis described above, but because they are largely numerical rather than analytic, they can be carried out without the approximations described above; most notably, the phonon structure of the solid is typically computed explicitly without relying on the Debye model. A number of approximate techniques for solving the BTE were proposed in the 1950s and 1960s and have been further developed, including the relaxation time approximations [42,83] and the variational method [94,67]. However, renewed interest in thermal conductivity and advances in computational power have allowed for the development of the full solution to the BTE by numerical methods [64,12,21]. In particular, it was demonstrated [20] that in the case of UO$_2$ the relaxation time approximation works very well. While providing a wealth of information on the fundamental details of the thermal transport, these methods are limited by the level of the anharmonicity one takes into account, and are therefore applicable only at relatively “low” temperature (some fraction of the melting temperature). Another limitation of LD methods is their reliance on the translational symmetry of the crystal, and hence the capability for explicitly describing the effect of defects of any kind is limited. The standard apparatus of imposing periodic boundary conditions fails due to a poor scaling of the computational time with the number of atoms in the system [83,21].

In the MD based methods, simulations are performed either in thermal equilibrium (Green-Kubo method) or in non-equilibrium (direct method) conditions [73]. In the first case, the decay of the heat current correlation function is computed and related to the thermal conductivity through linear response theory. In the second case, a thermal gradient is established throughout the simulation cell and, by measuring this gradient and the heat current, one can deduce the thermal conductivity from Fourier law. Limitations of the MD based methods include size effects (simulation cells are by many orders of magnitude smaller than real macroscopic samples) and the fact that in MD simulations ions move in accord with the classical equations of motion; hence quantum effects are not taken into account. The latter means that MD methods are effective at temperatures above Debye temperature of the solid. Since the Debye temperature of UO$_2$ is quite low (~400 K), application of these methods for studying thermal conductivity effects in UO$_2$ fuel is reasonable. While not providing detailed information about phonon properties of the system, these methods are capable of analysing systems with point defects, and interfacial systems.

One can see that the two classes of methods described above are complementary to each other: LD methods work well at low temperature and for ideal crystals; MD methods work well at high temperature and can take into account structural defects. The common limitation of these techniques, however, is the description of the interatomic interactions. While development of high-fidelity first-principles methods has made great strides in the last two decades [37], as discussed below, their application for thermal transport is still limited due to the high computational expense. The majority of simulations of thermal
transport therefore employ classical semi-empirical potentials. While such classical potentials have had great success in representing thermomechanical properties, their reliability in thermal transport calculations is less impressive. The main reason is that thermal transport properties are largely determined by the third derivatives of the potential energy with respect to atomic position, while the empirical database for these potentials typically consists only of the properties that are sensitive to the energy itself (relative energies of different phases) or its second derivatives (elastic constants and/or phonon dispersion curves). In the case of UO$_2$, development of high-fidelity potentials for thermal transport properties is parallel to the development of potentials for the radiation damage simulations. In the latter case, due to the deposition of the large amounts of kinetic energy in the crystal, atoms routinely probe much shorter interatomic distances than in normal equilibrium or near-equilibrium conditions. The total energy typical database typically does not include properties that probe such short interatomic separations. A possible solution is to include such short-range interactions. One example of this approach was implemented by [81]. However, while having some success in description of the defects in fluorite UO$_2$, this model also predicts that fluorite is not the ground state of UO$_2$ [20], a flaw that limits its applications.

**Phonon-phonon interactions**

We begin this discussion of the phonon-phonon interaction in UO$_2$ with a description of its phonon structure. Phonon properties were measured in the 1960s [26] by the inelastic neutron scattering technique. The phonon dispersion along the [001], [011] and [111] directions is shown in Figure 1. Since UO$_2$ has 3 atoms in the primitive cell, there are a total of nine phonon branches, some of which are degenerate along high symmetry directions. The two transverse acoustic modes show very little dispersion, with the energy about half that of the longitudinal modes. Six optical modes occupy the higher range, with the cut-off frequency at about 18 THz. Of these optical modes, the $\Delta_1$(O1) and $\Delta'_2$ modes are a longitudinal/transverse pair that do not have an LO/TO splitting at the gamma point, while the $\Delta_5$(O2) and $\Delta_1$(O) modes are split at the gamma point due to the long-range electrostatic interactions. While optical modes typically are not considered to be important for thermal transport, we will argue below that they make significant contribution to the overall thermal conductivity. The typical reasoning for their unimportance is the relatively small group velocity of these modes in comparison with the acoustic modes, which according to Equation 1 should markedly decrease the thermal conductivity. Looking at Figure 1, however, one readily observes that mode $\Delta'_2$, for example, has a group velocity, given by its slope, which is very close to or even larger than that of the acoustic modes.

From the simulation perspective, the UO$_2$ phonon band structure can be reproduced rather well by first principles methods [92,79] despite the well-known difficulties of the proper representation of the highly correlated f-electrons of uranium [28]. Classical potentials generally reproduce the phonon structure less well, with the most typical problems being the highest optical mode, $\Delta_1$, being pushed to the 20-25 THz range, an excessively high group velocity for the $\Delta_1$(O1) mode, and a very low frequency for the $\Delta'_2$ mode at the zone boundary. In spite of these difficulties, the shell model [25] potential proposed by Catlow [18] reproduces the phonon structure rather well.
While details of the phonon band structure are known in UO$_2$, the information about phonon-phonon interactions that define thermal conductivity of the ideal UO$_2$ crystal is essentially non-existent. The thermal conductivity itself was studied by [20] using lattice dynamics of the basis of the classical interatomic potentials; the main outcome that works is that none of the classical potentials reliably predicts thermal conductivity even in the relatively narrow temperature range between 300 K and 1 000 K. More detailed calculations on the basis of the first principles theory are currently underway, as are inelastic phonon scattering measurements of the phonon lifetimes.

Interactions between phonon modes are much less understood. Inelastic neutron scattering can, in principle, be used to measure the phonon linewidths that according to the theory described in the previous chapter should be directly connected with the
thermal conductivity. Unfortunately, no experiments of this type have been published on UO₂ so far. Theoretical calculations of the phonon linewidths along [001] direction based on the Catlow [18] interatomic potential are presented in Figure 2 for the acoustic branches and two lowest optical branches at two different temperatures: 300 K and 1 200 K. First, one observes that as the temperature increases, the phonon linewidths also increases, roughly proportionally to temperature. This is indicative of the typical ~1/T dependence of the thermal conductivity. The acoustic modes show almost monotonic increase of the linewidths with the k-vector, while optical modes show quite a complex structure. The acoustic modes clearly have smaller linewidth than optical modes; however, the Δ’₂ mode has a larger group velocity than any of the acoustic modes. This difference in the velocity is even more significant since acoustic modes have the largest group velocity near the Τ-point of the Brillouin zone, while for the Δ’₂ mode maximum is at about halfway between Τ- and X-points. To understand the significance of this, an isotropic approximation should be considered. In that case, the contribution from the states of wave vector k will be proportional to ~k²dk; therefore the contribution of the phonons with large k-vector will have larger weight. As a result, the optical modes contribute to the thermal conductivity to a comparable extent as the acoustic modes, as shown in Figure 3.

Figure 3. Differential contribution to thermal conductivity (open circles, left axis) and integrated contribution to thermal conductivity (solid circles, right axis) normalised to unity in UO₂

These calculations, however, were performed on the basis of the Catlow empirical interatomic potential, with all the shortcomings discussed above. In particular, while this potential predicts thermal conductivity at 300 K to be 8.9 W/mK, in accord with the experimental values, it underestimates it strongly at high temperature: 1.7 W/mK vs. the experimental value of 3.3 W/mK. One therefore expects that phonon linewidths at 1 200 K to be an overestimate. There is a clear need for the simulations of the linewidths using more realistic interatomic constants, such as those produced by first principles methods, as well as experimental measurements of the phonon linewidths in UO₂. The first such measurements have being very recently reported in the literature [66], together with the first principles simulations at the DFT+U level. While experiment and theory
both qualitatively agree and confirm that optical phonons are crucial for the accurate
description of the thermal transport in UO$_2$, quantitatively phonon lifetimes are only in
fair agreement. This might indicate the limitations of the DFT+U methodology for the
description of the fine details of the highly correlated systems.

**Phonon-point defect interactions**

Most simulation studies of the effects of point defects on thermal transport have been
performed by molecular dynamics. Equilibrium defects include isotopic point defects,
associated with the fact that both uranium and oxygen each have three long-lived,
naturally-occurring isotopes, point defects related to off-stoichiometry of the UO$_2$ and
impurities of other chemical elements that result from the sintering process. In addition to the
naturally occurring isotopes, nuclear fuel is also enriched with the fissile $^{235}$U to the level of 3-
4% [34]. In this group, points defects associated with off-stoichiometry have the most
pronounced effect on thermal transport. These defects appear because the oxygen
interstitial has a negative formation energy in UO$_2$ [32]; therefore UO$_2$ can easily oxidise
and become hyper-stoichiometric. Under irradiation, the fission products of the uranium
decay provide a plethora of various point defects [63]. At the same time, irradiation
damage also results in formation of large number of Frenkel pairs as well as more
complex defect clusters [1,3], some of which can be very stable. Finally, we mention that
mixed-oxide fuels (MOX) for breeder reactors provide a possible path to recycle the
nuclear fuel from LWR’s. MOX consists of heavy-element products (plutonium,
americium and others) together with the UO$_2$ matrix. From a heat-transport perspective it
is essentially uranium dioxide with large admixture of point defects, with thermal
transport performance defined by the same physics.

The basic understanding of the effect of point defects on thermal conductivity was
developed in the works of Klemens [41]. In his approach, one treats a point defect as a
perturbation to the harmonic Hamiltonian that adds additional scattering mechanism with
the corresponding phonon relaxation time $\tau_d$. For the simplest case of isotopic
substitution in the dilute limit (concentration is so low that each scattering event in
independent from others), the result reads:

$$\frac{1}{\tau_d} = V_a c_i \left( \frac{m_i - m_{\text{ave}}}{m_{\text{ave}}} \right)^2 \frac{\omega^4}{4\pi v^3}$$

(3)

In this expression $m_i$ is the mass of the isotope, $c_i$ is its concentration, and $m_{\text{ave}}$ is the
average mass of the atoms in the system. $V_a$ is an atomic volume and $v$ is the speed of
sound. While this formula is obtained within Debye approximation (which approximates
only very roughly the actual phonon structure of the solid), it is very useful, as it allows
for a transparent physical interpretation: scattering of the lattice waves (phonons) on the
point defects can be viewed as a Rayleigh scattering process with a characteristic $\sim \omega^4$
dependence of the scattering strength. This interpretation permits the treatment of the
more complicated case of the substitutional defect, or a small defects cluster: the
relaxation time is declared to have the same frequency dependence as in Rayleigh
scattering, $\tau_d^{-1} \sim \omega^4$, however, the proportionality coefficient is difficult to deduce, and it
is most often treated as an adjustable parameter. Finally, we note that if the concentration
of defects is so large that the dilute limit does not apply, the dependence on the
concentration becomes less pronounced: instead of the linear dependence, the inverse relaxation time is proportional to the square root of concentration [43].

The effect of the isotopic defects on thermal transport was considered in a recent publication [88] and was found to be negligible (3% reduction of the thermal conductivity at 300 K for 5% concentration of 235U, a result well within the error bars for the thermal conductivity calculations by the MD methods). Off-stoichiometry has been studied in a number of publications [88,89], yielding rather consistent results. The latter work considers both effects of the hypo- and hyper-stoichiometry with the change of thermal conductivity as a function of oxygen content presented in Figure 4 for two different temperatures. First, one immediately observes a very strong dependence of thermal conductivity on oxygen excess/deficit. Just one percent excess or deficit (x= ±0.02) reduces the thermal conductivity by a factor of two at 800 K. Second, the concentration dependence is in agreement with the Klemens theory: for low point-defect concentrations, the thermal conductivity follows a linear dependence with the defects concentration. At high concentrations, there is a much weaker dependence, especially observed at the higher temperature and larger oxygen excess. Lastly, the thermal conductivity of stoichiometric and near-stoichiometric UO2 is about a factor of two smaller at 1 600 K than at 800 K – representing the expected ~1/T dependence. As the defect concentration increases (right panel), the difference between the thermal conductivities at 800 K and 1 600 K decreases.

Figure 4. Thermal conductivity in UO2±x at two different temperatures, as determined by MD [88]

Indeed, at x=0.125 (not obtainable experimentally in the fluorite structure, but conceptually instructive) the thermal conductivity becomes independent of both temperature and composition. Such a temperature-independent thermal conductivity is characteristic of an amorphous material. Indeed, by analysing the phonon modes present in the system, Watanabe and co-workers [87] demonstrated that at x=0.125 the majority of the vibrational modes present in the system are non-propagating modes, and that heat is transported diffusively via a mechanism proposed by Allen and Feldman [2] in the context of amorphous Si. Thus, UO2+x exhibits a transition from the crystal-like thermal transport impeded by the point defects (x<0.02) to that of the amorphous solid (x>0.1). Very similar results were obtained by Yamasaki and co-workers [88]. Since different interatomic potential were used for the two studies, this points to these results and conclusions as being robust.
There are almost no theoretical studies in the literature of the effects of the light fission products. In a rare exception, Higuchi [36] studied a “generic” defect atom whose properties are identical to those of uranium, except its mass, which was varied over a rather wide range. Only a single, rather large, 6% concentration of defects was considered. In agreement with the perturbation theory formulas [43] for point defects, the thermal conductivity was found to decrease with increasing mass difference between the substituting atom and the average mass of atoms in the system. Rather surprisingly, although derived from perturbation theory, and hence assuming small mass differences, the Klemens formula produced good agreement with the simulation results even for very large mass differences. As an estimate, if all of the 6% concentration of fission products ended up being elements with the mass approximately half of that of uranium, then thermal conductivity was found to decrease threefold compared to stoichiometric UO$_2$.

The effect of an admixture of plutonium was studied by Arima and co-workers [4,5]. In that work, it was found that Pu has very little effect on the thermal conductivity: compositions of U$_{1-y}$Pu$_y$O$_2$ with $y=0-0.3$ were studied and the thermal conductivity was found to be essentially independent of $y$. The same work also discussed the effect of the hypo-stoichiometry, and found it to be far more significant: reduction of the oxygen content by $y=0.03$ reduces the thermal conductivity by a factor of two. The effect of the addition of americium to MOX was discussed by Kurosaki et al. [45]: U$_{0.7-y}$Pu$_{0.3}$Am$_y$O$_2$ $y=0-0.15$; again, the thermal conductivity was found to be essentially independent of the concentration of americium. Such behaviour might be explained by the similar properties of U, Pu and Am: all these elements are actinides, with the chemistry largely determined by the same outer electron shell. Moreover, since they have large atomic masses, the relatively small differences in mass do not have a large effect; this is also consistent with the weak effect of isotopic defects in UO$_2$ itself.

**Phonon-dislocation interactions**

Understanding the effect of dislocations on the thermal conductivity is a longstanding problem and remains largely unresolved. Since the early work of Klemens [42] and others [16,62], dislocations have been recognised as possible scatterers of phonons. In addition, in many materials, impurities segregate to dislocations and these impurities within the Cottrell atmosphere can also cause additional phonon scattering. In the simplest form of the theory, one considers the interaction of the incident phonons with the static strain field associated with the dislocations as a dominant scattering mechanism. Following the same line of thought as discussed previously for the point defects, a number of different models have been introduced to represent these scattering mechanisms in terms of appropriate relaxation times. The contribution of the dislocation strain field to phonon scattering was calculated by Klemens to be:

$$\frac{1}{\tau_s} = \frac{2\gamma^2}{3\gamma^2} N_d b^2 \gamma^2 \omega$$  \hspace{1cm} (4)

In this expression, $N_d$ is the dislocation density, $b$ is Burgers vector and $\gamma$ is the Grüneisen parameter. The numerical prefactor has different values depending on the details of the particular derivation. The straightforward application of this formula for the case of UO$_2$ demonstrates that at 800 K dislocations begin to significantly reduce the thermal conductivity only if $N_d > 10^{16}$ m$^{-2}$. This would seem to indicate that dislocations...
should not be very important for the reactor operation, as the highest concentrations reached are of the order of $10^{15-16}$ m$^{-2}$[23]. However, there is still a controversy whether expression in Equation 4 is universally applicable as there are reports that it can underestimate the dislocation effect by 2-3 orders of magnitude [77].

In order to elucidate the effect of dislocations on the thermal conductivity in UO$_2$, in a recent study [23], we have used the non-equilibrium molecular dynamics method. Restrictions on the simulation cell size mean that only large ($\sim 10^{16}$ m$^{-2}$) concentrations of dislocations can be studied. For this study, the Busker interatomic potential [13] was chosen. Results for the edge dislocation ({$110$} $<$110> slip system) are presented in Figure 5. As expected, the presence of the dislocations reduces the thermal conductivity. In accord with the Klemens predictions, the effect is not temperature dependent (not shown). In Figure 5, we demonstrate the comparison between MD simulations and Klemens theory (see Equation 4). One can see that MD simulations produce an effect smaller than predicted from the theory. We recall that the numerical factor in Equation 4 is strongly dependent on the derivations details. We therefore use it as an adjustable parameter to verify if functional dependence of Equation 4 can fit the (limited) simulation data. We therefore conclude that the Klemens model is satisfactory for the description of the effect of dislocations on thermal conductivity in UO$_2$. The limitation of the current simulations approach, however, is the type of the dislocations considered (linear edge dislocation), that are completely immobile. Studies of the microstructure of the irradiated MO$_2$ materials [91] indicate large concentration of the dislocation loops that might have different effect on the thermal conductivity. In addition, possible mobility of the dislocations (although this probably is small effect in UO$_2$, as dislocations are very stable in ionic compounds) were implicated [44,59] in the underestimate of contribution to the thermal conductivity reduction by the Klemens theory.

Figure 5. Thermal conductivity reduction in UO$_2$ as a function of the dislocation density at 800 K: Klemens theory (red) vs. fit to MD simulations (green)
**Phonon-void/bubble interactions**

Porosity is another important element of the microstructure evolution of the UO\(_2\) nuclear fuel. It is present both in the fresh pellet, as well a result of the radioactive decay. Moreover, since the decay produces significant amounts of the inert gases (He, Xe), these gases tend to accumulate in the voids and therefore can also affect the thermal conductivity of the overall system. Experimental observations have resulted in empirical models for the porosity effect [6,22,69]. However, these studies could not control the size of the pores. There are also a number of models based on the continuum approximations [7]. The non-equilibrium molecular dynamics technique is again an appropriate technique to investigate this effect. We investigated systematically the effect of the size of the pores on the effective thermal conductivity and compared these results to both empirical and continuum models. In addition, we investigated the effect of the presence of the helium in the pores. [49]. This latter study required potential that can describe interaction of the UO\(_2\) with He; hence the Grimes parameterisation [33] of the Buckingham potential was used. The size of the pores was varied up to 1.2 nm, still significantly smaller than experimentally observed pores: typical pore size distribution in sintered UO\(_2\) pellet ranges from 1 to 10 \(\mu\)m [76], while irradiated fuels develop smaller gas-filled bubbles with the size of the order of 100 nm [93]. An example of the simulation set-up is represented in Figure 6. Periodic boundary conditions are applied in all three dimensions, effectively creating an ordered array of pores.

**Figure 6. Simulation set-up for the thermal conductivity calculations by the NEMD method [49]**

Results of the calculations in comparison with the empirical and continuum models are presented in Figure 7. All of the empirical models were essentially constructed in terms of the porosity concentration, which can be recast as a function of the void radius. All models show that an increase in the void radius leads to a reduction of the thermal conductivity; interestingly, the MD data show the strongest decrease. The empirical model of Asamoto and co-workers [6] comes closest to reproducing the MD model. It is also interesting that straightforward finite element analysis (black squares in Figure 7) of exactly the same system produced significantly smaller effects than is demonstrated in the MD simulations. This is attributed to the complete neglect of the phonon scattering of the boundary/strain field in the continuum modelling. Finally, the presence of the helium...
in the void produces a rather small effect on the effective thermal conductivity. However, somewhat counter-intuitively, the thermal conductivity of these small voids actually decreases when helium is present. One would expect a slight increase in thermal conductivity since the helium in the bubble can serve as an additional heat carrier. Instead, it turns out that some of the He atoms dissolve into a shell of the UO$_2$ matrix surrounding the void, and behave as additional point defects scatterers, further degrading the overall thermal conductivity. This effect can be expected to disappear as the bubble size increases.

Figure 7. Effect of the porosity on the thermal conductivity as a function of the pore size [49]

**Phonon-interface interactions**

Since nuclear fuel is a polycrystalline material, the thermal resistance of interfaces (also called the Kapitza resistance) also contributes to the degradation of the overall thermal conductivity. The Kapitza resistance is manifested as a finite temperature drop at the interface between two different materials, or in our case, between grains of different orientations of the same material. This effect is especially important at high burn-up (more than ~60 MWd/kgU) around the rim of the fuel pellet. In this region [48,72], due to the resonance neutron absorption of $^{238}$U, fissile $^{239}$Pu is produced resulting in much higher burn-up than in the rest of the pellet. The high burn-up structure is characterised by the subdivision of the original UO$_2$ grains into very fine (0.1-0.5 µm) subgrains and relatively high concentrations of the intergranular bubbles (~15% porosity). Since grain boundaries behave as sinks for point defects, these subgrains are almost free of defects. As a result, the interfacial resistance becomes a dominant mechanism for the thermal conductivity reduction in this region. Experiment has demonstrated that due to low defect concentration in the subgrains, the lattice thermal conductivity (omitting the porosity effect) is actually larger than in the lower burn-up regions [71]. The thermal interfacial resistance is conveniently characterised by the Kapitza length that is defined as the thickness of the perfect crystal that provides the same drop in temperature as an interface. Consequently, the effect of the grain boundaries on the thermal conductivity depends on the relationship between two length scales: the Kapitza length and the characteristic grain size. If the grain size is much larger than the Kapitza length, then interface does not contribute significantly to the interface.
There are two standard models of the boundary thermal resistance: the Diffuse Mismatch Model (DMM) and Acoustic Mismatch Model (AMM) [80]. In the DMM, each phonon arriving at the interface “forgets” where it came from and is re-emitted on either side of the interface with probability proportional to the available phonon density of states. For the grain boundary, therefore, the DMM predicts the probability of transmission through the boundary to be 50% for all phonons and for all grain boundaries, a result found to be qualitatively incorrect from computational studies [74]. In contrast to the DMM, the AMM predicts the transmission probability based on the mismatch of the acoustic impedances on both sides of the interface. However, this means that for some grain boundaries, such as symmetric tilt grain boundaries, the AMM would predict that the interface would have no effect on thermal transport at all, a result again refuted by simulation [50]. Thus, the two prevalent models are not able to capture fully the effect of interfaces; atomistic simulations therefore are necessary to fully characterise the effects of interfaces on thermal transport.

Studies of the grain boundary resistance in UO₂ also have limitations. Watanabe and co-workers [87] considered the thermal conductivity of the polycrystalline sample and deduced the average interface conductance in UO₂ to be 0.15–0.30 GW/m²K. This yields a Kapitza length of ~50 nm at 300 K and ~10 nm at 1000 K; these relatively long lengths arise from the low intrinsic bulk thermal conductivity. It is an open question, however, as to how the interfacial resistance depends on the type of the grain boundaries. One indication comes from the studies of the grain boundaries in diamond [86]. In this work, a strong positive correlation was observed between the grain boundary energy and its Kapitza resistance. Coupling these results with the models for the formation energies of the grain boundaries as a function of orientation, one might be able produce an entire map of the interfacial resistance based on just a few simulations. Construction of such a model would provide a very useful for a link to the mesoscale modelling of the thermal transport in UO₂.

Recent progress in mesoscale simulation of thermal transport in UO₂

The macroscopic thermal conductivity models used in current fuel design and performance codes are motivated by the classical physics models of thermal conductivity as a function of temperature and density of defects in single crystals. As discussed above, these classical models also cover the effect of extended defects, such as dislocations and grain boundaries [8,15,19,41-43,62,85]. While, as the simulations discussed above show, that the contribution of each type of lattice defects (point defects, isotopes, dislocations and grain boundaries) can be handled using atomic scale models with reasonable levels of accuracy, the hierarchical nature of the material microstructure in a real fuel pellet requires a top-down modelling strategy, whereby the roles of various microstructure features are logically defined within the context of the overall thermal transport problem. This section therefore highlights the microstructural issues related to thermal transport in UO₂, and the impact of microstructure on conductivity model selection.

Conductivity models at the pellet scale

Let us first consider an unirradiated polycrystalline UO₂. A macroscale model of the effective thermal conductivity can be constructed as a problem of heat transport through an aggregate of UO₂ grains having well-defined conductivity and bonded together via a
network of grain boundaries of specific thermal resistance. This pristine material will also contain porosity. The theoretical context within which the problem of finding the conductivity of such a material lies is the theory of effective properties of heterogeneous media [58,82]. While such theory is limited by how accurately the microstructure can be represented, a method of finding the effective properties of heterogeneous media based on direct numerical simulation (DNS) has also been established [38,40]. The latter method has become popular because of the availability of large amounts of computing power and the ease with which thermal conductivity can be simulated. By applying a temperature drop across a sample of the heterogeneous material and solving for the heat flow within this domain, the effective conductivity, \( k_{\text{eff}} \), can be computed by Fourier law:

\[
k_{\text{eff}} = \frac{q_{\text{ave}}}{(\nabla T)_{\text{ave}}} \tag{5}
\]

where \( q_{\text{ave}} \) is the imposed heat flux and \( (\nabla T)_{\text{ave}} \) is the average temperature gradient. Here the terms “effective” and “average” refer to microstructure averaged quantities. This problem is schematically illustrated in Figure 8. At this stage, all that is needed are the conductivity of the grains and the grain boundary (Kapitza) resistance. The former might encompass the effects of lower scale defects within the grains (e.g., dislocations and point defects) and the latter may include the effects of grain boundary segregation. Voids can also be added systematically to the model.

Figure 8. A representative volume element of a polycrystalline material (left) and a line profile of the temperature across the volume element showing small localised drops across grain boundaries

The conductivity of the individual grains used as input for the above model comes from either MD method [88] or from classical phonon-based models [15,19,41-43,62,85]. The simplest model in this regard is that of Klemens [41-43]. In this model, Debye’s model of dispersion, which lumps all phonons as one group moving with the velocity of sound in the solid, is used along with the Bose-Einstein distribution for the phonon population [8]. This model is discussed later in the context of Monte Carlo solution of the Boltzmann transport equations for phonons in the next subsection.

The above continuum-based model of conductivity of a polycrystalline fuel can, in principle, work at finite burn-up with only a minor modification; additional microstructures feature such as gas bubbles can be added to the polycrystalline model, both at the grain boundaries and within the grains. Assuming that a conductivity value can be assigned to these bubbles (see above discussion of the atomistic simulations), the
effective conductivity of the fuel sample can be evaluated numerically. An advantage of this approach is that the statistical variability of the microstructure can be automatically included by varying the microstructure realisations used as input to the simulations. Numerical modelling of the thermal conductivity of a polycrystalline fuel with gas bubbles along grain boundaries and at triple junctions was recently attempted [55]; the grain boundaries were assigned a Kapitza conductance, \( G_k = 10 \, \text{MW/m}^2\text{K} \), and the UO\(_2\) matrix was assigned a single crystalline conductivity, \( k_{\text{bulk}} = 4.5 \, \text{W/mK} \). The effect of bubbles was considered through the relationship [75]:

\[
k_{\text{eff}} = k_{\text{bulk}} (1 - p)^\beta \Psi
\]

where \( p \) is the porosity volume fraction, \( \beta \) is a fitting parameter whose value is \( \sim 3 \), and \( \Psi \) is a correlation factor relating two- and three-dimensional results for conductivity. The combined effect of porosity and grain boundary resistance on the overall conductivity can then be given by [54,90]:

\[
k_{\text{eff}} = \frac{k_{\text{bulk}}}{1 + k_{\text{bulk}} / G_kd} (1 - p)^\beta \Psi
\]

with \( d \) being the average grain size. A sample solution adopted from [55] is shown in Figure 9. This figure compares the results of a numerical solution of heat conduction problem over a representative microstructure (see Figure 8) with the effective conductivity computed via Equation 5, to that calculated with Equation 7. The results show the suitability of the latter model for computing the conductivity of porous UO\(_2\), provided that the pore size is well above the average phonon wavelength. Most fuel codes include thermal conductivity models of similar nature as that in Equation 7, in the sense that the effect of porosity is approximated on a geometrical basis.

**Figure 9.** Direct numerical simulation (symbols) versus the empirical formula (lines) for the conductivity of polycrystalline UO\(_2\) with various levels of porosity [55]

![Figure 9](image)

The analytical and computational models discussed above fix the effective conductivity of the heterogeneous fuel at the macroscale under the assumption that the thermal transport characteristics of the constituents, namely, the conductivity of the grains,
grain boundary conductance and the thermal properties of the pores (bubbles) and precipitates are prescribed. The results of these models depend strongly on the grain size and porosity distributions, which all evolve during irradiation. It is known, for example, that UO₂ fuel undergoes a significant restructuring during reactor operation \[52,60,61,68\]. The main feature of this process is the formation of various texture zones in the fuel, as well as a complex bubble size and density distributions that vary along the radial direction of the pellet. The pellet restructuring process is driven by the temperature difference between the centre of the pellet and its periphery, and it is manifested in the formation of a fine grained region at the outer periphery, known as the rim region, and a coarser- or columnar-grain region towards the centre, with a transition of grain size in the intermediate region. The restructuring and bubble formation processes in fuel occur simultaneously. In the rim region, irradiated UO₂ fuel also exhibits a complex dislocation and subgrain structure, which evolves due to the intense fission process, grain size evolution and the accommodation of high density of fission gas bubbles.

The microstructure-based conductivity approach discussed above provides the local continuum-scale conductivity of fuel in engineering scale codes, where the conductivity values are resolved along the radial direction in the pellet and as a function of time \[10,65\]. Fixing the values of the conductivity at any radial position requires knowledge of the local microstructure and defects. The microstructure itself evolves as a function of temperature, and as such, the thermal performance of the fuel is tightly coupled with its microstructure performance. In current codes, the conductivity dependence on the radial position is captured in the temperature dependence part of the intrinsic conductivity and by taking into consideration the porosity evolution along the radial direction and as a function of time.

**Transition from atomistic to continuum scale at the single crystal level**

From a continuum scale perspective, the grain structure and larger scale porosity in fuel define a mesoscopic length scale range relevant to the effective conductivity models at the pellet scale. There is a lower scale regime in which the defects within a single grain, many of which were discussed in the context of the MD simulations, play a critical role in determining the conductivity of these grains (or crystals, in the sequel). Such intergranular defects include, but are not limited to, dislocations and dislocation loops, small point-defect clusters, small voids, segregated species or small precipitates, as well as local off-stoichiometry. From a single crystal point of view, these defects are perturbations of the lattice, with size and/or separation distances on the order of the mean free path of phonons. A continuum representation of these features is thus not possible. However, fully-resolved, atomic-scale type models of thermal transport at such a scale are also not viable because the size of a material volume containing an appropriate ensemble of such defects is beyond the capabilities of molecular dynamics simulation. The scale of a single crystal with extended structural defects thus defines a unique mesoscale regime that can only be tackled with the theoretical tools of phonon physics.

In order to motivate the need for a careful look at the just-identified crystalline mesoscale in the context of thermal transport, we recall the fact that the conductivity of UO₂ single crystals is sensitive to minor off-stoichiometry levels \[88\]. A recent investigation of off-stoichiometry near a free surface shows that the concentration of oxygen vacancies can vary over a significant mesoscopic distance of few to several tens of nm from the
surface (see Figure 10). The origin of such variation is the strong electro-chemical coupling in the free energy of the system. In irradiated UO₂, however, it is anticipated that such mesoscopic variations of the density of defects will occur near cavity surfaces, interfaces as well as dislocation loops. This will result in an indirect effect of such crystalline microstructure features on thermal transport, in addition to their direct influence on phonons.

Figure 10. Spatial variation of intrinsic defect concentrations in UO₂ as a function of distance from a free surface at 1 900 K and \( \log p_{\text{os}} = -16 \) [35]

![Graph showing spatial variation of intrinsic defect concentrations in UO₂](image)

The depth over which off-stoichiometry level varies is on the order of a few tens of nm.

Investigating the collective phonon dynamics in single crystals opens up the possibility for modelling all mesoscopic effects, both those due to the microstructure features resulting from irradiation and those arising from the off-stoichiometry distribution in the crystalline space between these microstructure features. While this work is still in progress, we discuss below an important step of the relevant framework, which is the description of phonon dynamics in a fresh, stoichiometric single crystalline UO₂ based on the Boltzmann Transport Equation (BTE). As mentioned in the previous section, the collective behaviour of a phonon population in crystals can be described by the space and time evolution of a distribution function \( f(r,K,t) \), with \( r \) and \( K \) being the spatial position and wavevector of the phonons, respectively. The space and time evolution of this function is described by the BTE as [8] [19]:

\[
\frac{\partial f}{\partial t} + v_g \cdot \nabla f = \left[ \frac{\partial f}{\partial t} \right]_{\text{scat}} = \sum_{K'} \left[ \varphi_{(K',K)} f(K') - \varphi_{(K,K')} f(K) \right]
\]

where \( v_g = \nabla_{K} \omega \) is the group velocity. The functions \( \varphi_{(K',K)} \) and \( \varphi_{(K,K')} \) are the probability rates for scattering of phonons from one point to another in \( K \)-space; specifically, \( \varphi_{(K',K)} f(K') \) is the rate of scattering of phonons from \( K' \) to \( K \). In order to solve the above equation, the probability rate functions \( \varphi_{(K',K)} \) and \( \varphi_{(K,K')} \) must be specified throughout \( K \)-space for all types of scattering processes. Owing to the difficulties in determining these scattering kernels, a relaxation time approximation of the BTE is typically used, as has already been mentioned. In this approximation, the
distribution function \( f(r, K, t) \) is assumed to be close enough (but not equal) to its thermal equilibrium value, \( f_0 \), appropriate to the local temperature, such that the role of scattering is to relax that function closer to its thermal equilibrium value. With this approximation, the BTE can be reduced to the form [19]:

\[
\frac{\partial f}{\partial t} + v \cdot \nabla f = \frac{f - f_0}{\tau}
\]  

(9)

where \( \tau \) is the relaxation time that accounts for all scattering mechanisms operating in the system. Classical literature distinguishes the mechanisms of phonon-phonon scattering as normal and umklapp processes [8,19]; phonon scattering by lattice defects is also included [15,19,41,43,85]. As discussed above, expressions of the relaxation times associated with these processes are usually combined to give the overall relaxation time via Mathiessen’s rule (see Equation 2).

The above formulation of the phonon transport problem has been solved by Monte Carlo (MC) [53,46,56] and Lattice Boltzmann (LB) [57,30] techniques. In the former, a sample of phonons is created following the Bose-Einstein distribution. These phonons are allowed to stream according to their group velocities over the prescribed time step. At the end of each step, it is determined which phonons have undergone a scattering event based on a probability given by the expression \( P = 1 - \exp(-\Delta t / \tau) \). The outcome of a scattering event is a phonon or phonons with an energy and possibly polarisation and direction different from the original phonons [53,46,56]. The simulation is continued until a steady-state distribution of phonons is reached in the domain of solution, which may be at a uniform temperature or under a temperature gradient.

The MC scheme of solving the BTE for phonons works well when phonon scattering occurs from other phonons or from impurities distributed uniformly in the crystal. The results of the simulations have been compared with experiments, and the efforts made in that direction show that the MC method (as well as the LB method) for solving the BTE can yield reasonably accurate results [53,46,56]. Figure 11 shows typical frequency spectra of phonons in a silicon crystal at 300 K and 500 K, along with the time evolution of the temperature profile across a thin film of silicon with a thickness of 0.8 \( \mu \)m, in contact with two thermal reservoirs at 310 K and 290 K at its surfaces. The frequency spectrum in Figure 11 (a) takes into consideration the transverse and longitudinal acoustic branches of silicon only. The temperature profile evolution is computed using MC with a Debye model. It is shown that the profile across the films becomes nearly linear after 2.5 ns. The fluctuations about the linear part are due to the stochastic nature of the MC method, by virtue of the fact that a discrete phonon system is being simulated, and averaging over an ensemble, an appropriate number of simulated samples should reduce or eliminate these fluctuations.

A first attempt at computing the thermal conductivity in UO\(_2\) using the MC solution of BTE has been carried out. The conductivity can be found by imposing a linear temperature gradient across the sample and computing the resulting heat flux using from the data of the phonon population being simulated – the heat flux is basically the sum of the product of phonon energies and velocities resolved in the direction of the temperature gradient. The conductivity is then computed using Fourier law. A sample calculation of the conductivity is shown in Figure 12. The predicted conductivity is in good agreement
with MD simulations [87], with both being slightly higher than reported experimental values. The temperature dependence of the conductivity is captured well. It should be noted that the conductivity values fluctuate slightly about a smooth decay trend; these fluctuations originate from the finite number of phonon trajectories used in the simulation. Further work in this area is on-going.

Figure 11. (a) Phonon frequency spectrum in a silicon crystal at 300 K and 500 K, (b) Monte Carlo simulation of the time-dependent temperature profile in a silicon thin film of thickness 0.8 µm in contact with thermal reservoirs at a 310 K and 290 K at its two surfaces [24]

Figure 12. Preliminary prediction of the thermal conductivity of UO₂ using MC solution of BTE [88]

The results are compared with the MD simulation of UO₂ conductivity using Yamada potential.

Irradiation introduces two complexities. The first is that the field of point defects, e.g., impurities or vacancies associated with off-stoichiometry, for example, can be both non-uniform and time dependent. In such a case, the local relaxation time can be taken to be spatially dependent throughout the domain of the simulation. The second complexity is
the introduction of extended defects with complex configurations, e.g., dislocation loops, dislocation walls, small voids, gas bubbles, precipitates and subgrains, which require new theoretical formulations that do not currently exist.

Conclusion and future challenges

Modelling thermal transport in polycrystalline, irradiated UO$_2$ provides an example problem where the complexity of microstructure is dominant. The microstructure of the material is hierarchical in nature with multiple mesoscale levels to be handled between the atomistic and continuum regimes. The following levels of microstructure (or states of the fuel materials) can be easily identified, at each level of which a different set of issues and physics laws are used to study thermal transport. We conveniently classify these levels as follows:

a. Single crystal UO$_2$

Thermal transport at the level of a fresh single crystal is governed by the phenomenological heat equation shown below, with the thermal diffusivity being the only constitutive quantity needed to completely solve the heat equation:

$$\frac{\partial T}{\partial t} = \alpha \nabla^2 T. \quad (10)$$

The thermal diffusivity is given by $\alpha = k / \rho c$, with the $k$, $\rho$ and $c$ being the conductivity, density and specific heat, respectively. These three fundamental properties of the crystal, as well as the heat law itself can be derived from statistical physics (classical or quantum). In particular, the temperature dependence of the conductivity and specific heat is a classical problem in the theory of heat of crystalline solids [78]. When size effects are involved, heat transport in single crystals can be studied in terms of phonon transport. This level of understanding of the problem of thermal transport is well documented in the classical literature.

The key challenge at this level is the absence of an interatomic potential that reliably reproduces the relevant phonon effects. While Density Functional Theory (DFT) has proved itself in many contexts, the presence of strongly correlated electrons in f-electrons such as U leads conceptual issues that are not yet fully resolved. Progress in this direction in the form of extensions to DFT, such as DFT+U or hybrid functionals have led to better reproduction of experimental results; however, great care need to be exercised in performing calculations with these methods, as they exhibit multiple energy minima in the electronic structure [27,39]. More advanced approaches, such as Dynamical Mean Field Theory (DMFT) are yet to enter the mainstream of the computational techniques.

b. Single crystal with defects

Point defects and dislocations are commonly studied in the classical literature related to thermal transport in crystals. In particular, the modification of the temperature dependence of the conductivity by such defects has received most attention [8]. At this level, the crystal contains an ensemble of non-interacting defects, each of which contributes to scattering in the same fashion. As such, only the density of these defects appears in all related formulae. The effect of such isolated defects can be studied by MD [88] or using a phonon-based framework [15,41-43,62,85]. Thermal transport in this
case is studied in essentially the same way as in a perfect crystal. It is important to point out that the classical works related to impact of defects on thermal conductivity did not look at the way such defects arise in the matrix. For example, in compound solids, e.g., oxides, significant composition variations may occur, which leads to high density of intrinsic point defects that interact in the lattice. In this case, treating such defects as isolated, and adding their effects using simple statistics may not apply.

**c. Irradiated single crystals**

Irradiation brings in a different level of complexity in UO$_2$, namely the concurrent presence of point defects, dislocation loops and voids (with or without gas). Depending on the level and type of irradiation, precipitates may also form. A very important factor to consider is the interaction of these defects and the possible off-stoichiometry that might arise in the crystal lattice between the extended defects. Considering also the potential elastic and electrostatic interactions in the material, the ensemble of defects in irradiated UO$_2$ represents a realm of lattice dynamic situations that has not been tackled to this point. Large-scale MD simulations can be performed to investigate thermal transport across an ensemble of defects. This task is, however, difficult at present time because of the lack of interatomic potentials that work reliably under off-stoichiometric situations, and because of the lack of a theoretical framework to synthesise the MD data beyond computing the conductivity as the outcome of dividing the heat flux into the imposed temperature gradient. This first level of mesoscale complexity can be handled using a BTE-based approach in which the scattering events involving extended defects are computed atomistically or using lattice dynamics. This suggested paradigm has not been considered before, but at present time it seems to be a viable conceptual framework. Again, the challenge here lies in the need to modify the BTE approach to represent the scattering by the irradiation-induced large extended defects consistently. Ground breaking theoretical work is required here.

**d. Unirradiated polycrystalline UO$_2$ (baseline mesoscale problem)**

Without irradiation, polycrystalline UO$_2$ contains grain boundaries with, at most, some level of porosity left from the manufacturing step. A continuum theory of heat transport based on the heat equation can be employed in this regard, with the conductivity of the grains (single-crystal conductivity) plus grain boundary conductance being the only thermal properties required. Such conductivities can be computed using MD or a phonon-based approach. At this level, dilute concentrations of point defects can be handled systematically within these frameworks. An atomistically-informed continuum approach is thus possible. In fact, given an interatomic potential with well characterised predictions of thermal properties at the single crystal level, coupling atomistic and continuum approaches can be a tractable baseline problem of mesoscale thermal transport through a microstructure. Finite element simulations can be easily used to extract effective conductivities, which can be then used in continuum engineering simulations.

**e. Irradiated polycrystalline UO$_2$ (fuel sample testing regime)**

Irradiation introduces yet another level of complexity to the baseline mesoscale thermal transport scenario described above, simply due to the complex microstructure evolution that takes place. In this regard, it is important to differentiate between two scenarios, fuel samples irradiated in a uniform temperature field and actual fuel in which the temperature
gradient plays a significant role in determining the microstructural evolution, and hence the local thermal transport characteristics. As far as the microstructure is concerned, the two scenarios differ in the sense that a fuel sample has a uniform microstructure while the actual fuel has a gradient in the microstructure. In the case of a fuel sample, a thermal-transport model can be mesoscale in nature, i.e., one in which the fully developed microstructure is represented explicitly (as under level d above), while lower scale MD and/or phonon-based models are used to predict the thermal transport properties of the individual phases and interfaces. While the mesoscale solution of the heat equation poses no difficulty, it is the lower scale problem that was never solved before, for example phonon transport across a microstructure ensemble.

f. Actual UO$_2$ fuel
The problem of thermal transport in actual UO$_2$ fuel represents the highest level of complexity; in this problem the microstructure evolution and microstructure gradients pose a challenge to the continuum level simulations because the underlying thermal transport properties are strongly coupled with the microstructure. A microstructure simulation model taking the local temperature as an input should in principle provide the microstructure information required to model thermal transport. A continuum model in which local thermal transport properties can be computed on the fly seems to be a necessary approach to tackle the problem of thermal transport in fuel. As a part of this strategy, a thermal conductivity model at every point is needed as input at the continuum scale. Such modelling approach of the local thermal conductivity will naturally consider the local microstructure as dictated by the local temperature history. The main challenge here will be the modelling of the concurrent evolution of microstructure and thermal transport properties, and the need to solve the pertinent models simultaneously with the macroscale thermal transport problem.
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Part II

Methodologies for Determining Nuclear Fuel Properties
In the second major part of this report, the methodologies for developing and assessing material properties are briefly addressed for the critical areas of determining *Thermal expansion*, including thermal conductivity, transport/chemical diffusivity, free energy/heat capacity and mechanical properties. Y. Yun discusses the theoretical determination of thermal expansion behaviour in fuels, looking at a prototypical oxide pellet. Expansion of the pellet over time can cause detrimental pellet-clad mechanical interactions and affect gap conductivity. While expressions for behaviour have been developed, large scatter in measured data makes validation problematic. This is thus driving the improvement in theoretical methodologies, including first-principles and molecular dynamics (MD) simulations which are contributing to reliable predictions.

*Atomic transport properties* that affect microstructure, oxidation, fission product release, bubble nucleation, and other properties are another important area of materials properties that needs accurate modelling methodologies. The modelling of atomic transport is a key to understanding and predicting material properties under irradiation or in storage. M. Freyss discusses modelling approaches which span static atomistic calculations, in which the migration mechanism is fixed and the corresponding migration energy barrier is calculated, to MD calculations and kinetic Monte-Carlo (kMC) simulations, for which the time evolution of the system is explicitly calculated. Fundamental to many properties of fuels are the *Free energy and heat capacity*. Methods for measuring and estimating these values are discussed by M. Kurata and R. Devanathan, who note their importance in determining phase equilibria, phase-field modelling and other techniques. The last contribution to the second part of the report deals with assessing *Elastic and viscoplastic properties* of fuels. These are basic to predicting deformation and cracking, and thus to the mechanical integrity of fuel systems. R.A. Lebensohn describes mean-field formulations which enable the prediction of the mechanical behaviour of polycrystalline aggregates based on the heterogeneous and/or directional properties of their constituent single crystal grains and phases. These are ideal tools for establishing relationships between microstructure and properties of these materials.
Chapter 8.

Thermal expansion

Y. Yun
Paul Scherrer Institut, Switzerland

Abstract

Thermal expansion of fuel pellet is an important property which limits the lifetime of the fuels in reactors, because it affects both the pellet and cladding mechanical interaction and the gap conductivity. By fitting a number of available measured data, recommended equations have been presented and successfully used to estimate thermal expansion coefficient of the nuclear fuel pellet. However, due to large scatter of the measured data, non-consensus data have been omitted in formulating the equations. Also, the equation is strongly governed by the lack of appropriate experimental data. For those reasons, it is important to develop theoretical methodologies to better describe thermal expansion behaviour of nuclear fuel. In particular, first-principles and molecular dynamics simulations have been certainly contributed to predict reliable thermal expansion without fitting the measured data. Furthermore, the two theoretical techniques have improved on understanding the change of fuel dimension by describing the atomic-scale processes associated with lattice expansion in the fuels.

Introduction

Upon being heated in reactor, nuclear fuels thermally expand with temperature. Uranium dioxide (UO₂), which is a representative nuclear fuel in light water reactors (~95% of all fuel), has a cubic crystal structure, with uranium in a face centred array and the oxide ions occupying the tetrahedral holes. This cubic structure gives the uranium oxide pellet uniform expansion properties. The thermal expansion of fuel pellet contributes to pellet-clad mechanical interaction, which is known to cause fuel rod failure under operation condition. As manufactured, a roughly axisymmetric gap exists between the outer radius of cylindrical UO₂ fuel pellets and the inner surface of the cladding in fuel rods. The gap thickness is decreased during the operation by the thermal expansion of fuel pellet as well as the cladding creep down due to the high coolant pressure, causing the pellet-cladding mechanical interaction (PCMI) at power transient conditions [1]. In addition, due to
relatively low thermal conductivity of oxide fuel materials, such as ThO$_2$, UO$_2$, and mixed oxide of (U,Pu)O$_2$, a steep radial temperature gradient appears in the fuel pellet and leads to differential thermal expansion along the radial direction. The thermal expansion results in the liner strain of fuel and takes part in the degradation of thermal conductivity of fuel in a recurrent manner. As a result of the non-uniform thermal expansion by the radial temperature gradient, the circumferential thermal stress is developed in the pellet, causing radial cracking [2]. The cracks strongly influence on both thermal and mechanical performance of the fuel, altering temperature distribution and causing an anisotropic degradation of the fuel thermal conductivity by the pellet relocation [3]. Owing to these characteristics of fuel pellet, the thermal expansion is one of important parameters in determining the fuel performance during reactor operation. Furthermore, it is essential to predict accurately the thermal expansion of fuel pellet to design and prevent the fuel rod failure in operating condition.

In this report, representative modelling methodologies are encapsulated, which have been satisfactorily used to elucidate thermal properties of nuclear fuels. First, measured data fitting is reviewed and equations to estimate thermal expansion of fuels are recommended. Subsequently, the application of first-principles techniques is described to calculate the expansion coefficient of UO$_2$. Molecular dynamics (MD) methods are also summarised and the results are compared with experiments. Finally, the current status of first-principles and MD simulations is discussed, considering existing limitations such as the application of the approximations for high-temperature behaviour and the determination of parameters in potential functions.

**Theoretical methodologies**

**Empirical correlation**

The thermal expansion is typically measured either by a macroscopic length change or by a microscopic change of lattice parameter. A number of measured data, especially for UO$_2$, have been reported in the literature, and equations of thermal expansion have been recommended by comparing the macroscopic length change with the lattice parameter measurements [4]. Using a weighted least-squares minimisation procedure, D.G. Martin has fit the macroscopic length changes with the lattice parameter measurements and recommended the equations of the thermal expansion for solid UO$_2$ [5], as written in Equations 1 and 2:

For $273 \, \text{K} \leq T \leq 923 \, \text{K}$:

$$L = L_{273} \left( 9.9734 \times 10^{-1} + 9.802 \times 10^{-3} T - 2.705 \times 10^{-6} T^2 + 4.391 \times 10^{-11} T^3 \right)$$

For $923 \, \text{K} \leq T \leq 3120 \, \text{K}$:

$$L = L_{273} \left( 9.9672 \times 10^{-1} + 1.179 \times 10^{-3} T - 2.429 \times 10^{-6} T^2 + 1.2119 \times 10^{-12} T^3 \right)$$

where $L$ and $L_{273}$ are the lengths at temperature $T$ (K) and 273 K, respectively. J.K. Fink has also summarised the measurement of fractional change in length of UO$_2$ with the recommended uncertainties and the data fit [6]. Although the thermal expansion data from macroscopic and the lattice parameter measurements are overall good agreement with each other, there are non-dispersible problems in assessing the quality of the available data due to the fact that the two principal methods are each subject to
possible errors. For example, it has been known that the lattice parameter measurements obtained from X-ray diffraction can be subject to error at high temperature, because of difficulties in measuring sufficiently the temperature of samples in the high-temperature diffraction camera [5]. Consequently, some of data do not agree with the common consensus and accordingly were excluded in the fitting for formulating Equations 1 and 2. Apart from the difficulties, the contribution of Schottky defects to the macroscopic expansion becomes significant above around 2,700 K and leads to increasing the difference of macroscopically measured data with lattice parameter measurements [7]. Furthermore, the fitting to formulate the recommended equations of thermal expansion is largely governed by appropriate experimental data. Because of those technical difficulties of measurement as well as the lack of appropriate experimental data, it is definitely essential to improve theoretical methods to understand the thermal expansion behaviour of nuclear fuels. Recently, big efforts have been made to develop databases of materials properties by applying atomistic modeling techniques [8, 9]. Most of all, assessment of the measurements as well as a step forward in understanding the thermal properties of nuclear fuels can be gained from a better description of atomic-scale processes in nuclear fuels.

First principles modelling

The change of lattice parameter with temperature is directly related to thermodynamics of a system containing particles within molecule or crystals. In thermodynamics, the total free energy of the system at a certain temperature has contributions from the lattice vibrations and the thermal excitation of electrons. To obtain the temperature dependence of the lattice parameter, the Helmholtz free energy, $F(V', T)$, is used at the temperature.

$$F(V', T) = U(V) + F^\text{phon}(V', T) + F^\text{el}(V', T)$$  

where $U(V)$ the static lattice energy, $F^\text{phon}(V', T)$ the phonon contribution to the free energy, and $F^\text{el}(V', T)$ the free energy of the electronic subsystem. The static lattice energy is the potential energy associated with the static constituent of material and is equal to the total free energy at absolute zero temperature. With increased temperature, the phonon energy due to the lattice vibration as well as the electron contribution becomes significant to the total free energy. First, the static lattice energy can be obtained using various first-principles methods, typically density functional theory (DFT) calculations, at the equilibrium volume at $T=0K$. Calculating the static lattice energy by the DFT method is explained in Chapter 12 (by M. Freyss) in more detail. The free energy contribution of phonon, $F^\text{phon}(V', T)$, is expressed as follows:

$$F^\text{phon}(V', T) = \int_0^\infty d\omega \, g(\omega) \left( \frac{\hbar \omega}{2} + k_B T \ln(1-e^{-\hbar \omega/k_B T}) \right)$$  

The phonon density of states (DOS), $g(\omega)$, the force constant matrix can be extracted from the Hellman-Feynman forces, which are calculated by using either the linear response theory or the direct approach, is used. In the former approach, a perturbation of the atomic positions with the periodicity of the original lattice is treated with standard perturbation theory, and first-order corrections are computed [10, 11]. In the direct approach, or so-called supercell method, a finite displacement of several atoms is employed in a supercell to compute atomic force constants and the phonon spectrum [12, 13]. The free electron energy has been approximated using the following expression:
\[ F^e(V,T) = -(\pi k_B)^2 / 6D(E_F)T^2 \] (5)

where \( D(E_F) \) is the electron DOS at the Fermi level. When the phonon and electrons DOSs are calculated, the thermal expansion coefficient is obtained very straightforward. First, the phonon and electrons DOSs with static lattice energy is calculated for a number of volumes around the T=0K equilibrium. Then, the total free energies are calculated for the different volumes at constant temperature using Equations 3-5. Once the free energy is calculated, the corresponding equilibrium volume is obtained. By repeating the process for different temperatures, the thermal expansion coefficient, \( \alpha \), defined by:

\[ \alpha = \frac{1}{V} \frac{dV}{dT} = \frac{1}{3V} \frac{dW}{dT} \] (6)

where \( a \) is the lattice constant. Figure 1 (a) shows the thermal expansion coefficient of UO\(_2\) calculated by Yun et al. [9] using the first-principles DFT method. To obtain the phonon free energy as written in Equation 5, the phonon density of state of UO\(_2\) was calculated using a 96-atom supercell based on the direct method. They presented that the electronic contribution was not included in the calculation, because the electronic contribution can be negligible in the temperature range up to 1000 K, which is the range of interest in the work. In Figure 1 (a), the calculated thermal expansion coefficient considering only the phonon contribution is in good agreement with experimental data [20] especially up to 500 K, and the deviation becomes significant at around 1000 K. This might be due to an increased electronic contribution to the thermal expansion. It is important to note that the phonon calculation from first-principles is based on the harmonic lattice approximation that the atomic deviations are assumed to be so small, and this is generally a good approximation, at least at relatively low temperatures [14].

**Molecular dynamics with empirical potentials**

Molecular Dynamics (MD) is useful in the study of non-equilibrium dynamic processes at the atomic level. Especially, in extreme conditions of high temperature or high pressures, the MD simulation is often the best way to obtain the necessary information [15]. In recent years, a number of studies on thermophysical and transport properties of nuclear fuels have been published using classical potentials in the MD simulations. The MD results have been overall in good agreement with experimental data. It should be noted that in the MD simulations it is crucial to select well-established interatomic potential function to obtain reliable results, because it requires technically many fitting parameters or coefficients of interatomic potentials. A number of interatomic potentials developed over the past decades are categorised into two kinds of functions [16]: (1) rigid-ion model and (2) shell model. T. Arima et al. calculated the lattice constant of UO\(_2\) with temperature applying two different sets of rigid-ion potentials [17]. One is the Born-Mayer-Huggins (BMH) potentials with the fully ionic model (FIM), which assumes that UO\(_2\) crystal is fully ionic-bonded with 100% of the ion valence. The BMH potential with FIM is given by:

\[ U_{FIM}(\rho_g) = \frac{2z^2 \mu^2}{\rho_g} + A_g \exp\left(-\frac{\rho_g}{\rho_g^c}\right) - \frac{C_g}{\rho_g^s} \] (7)
where \( r_{ij} \) is the distance between ions of types \( i \) and \( j \), \( z_i \) is the charge of type \( i \). \( A_i \), \( \rho_i \) and \( C_i \) are potential parameters. The other function developed by T. Arima et al. is the BMH potential with the partially ionic model (PIM) and is written by:

\[
U_{\text{PIM}}(r_i) = \frac{z_i^2 e^2}{r_i} + f_0(b_i + b_j)\exp\left[-\left(\frac{a_i + a_j - r_i}{b_i + b_j}\right)\right] - \frac{e_i e_j}{r_i^6} \quad \text{(8)}
\]

where \( f_0 \) is the adjustable parameter. Potential parameters, \( a_i, b_i, c_i \) are given to the ion of types \( i \). In this equation, \( z_i \) is the effective charge of type \( i \) ion. Following the Pauling’s equation, T. Arima et al. assumed the ionic bonding of 67.5% for UO\(_2\).

**Figure 1.** Lattice constants of UO\(_2\) using the first-principles DFT method [9] and (b) using MD [17] and compared with experimental data: a) [20], b) [21], c) [5]

![Figure 1](image)

Figure 1 shows the lattice constants of UO\(_2\) using both the BMH potential with the FIM and PIM, and compared the results with experimental data. The results obtained for the FIM are comparable with experimental data up to 1 000 K, but above 1 000 K, the PIM better reproduced the experimental data than the FIM. It is because the depressing Coulomb force between uranium and oxygen ions leads to the relatively large thermal expansion at high temperature. On the other hand, the Morse potential successfully explained the temperature dependence of the thermal expansion coefficient, especially for fluorite-type compounds [18], such as ThO\(_2\), UO\(_2\), and PuO\(_2\).

\[
V(r) = D\{\exp(-2a(r - r_0)) - 2\exp(-a(r - r_0))\} \quad \text{(9)}
\]
where $D$ is the depth of the potential, $r$ is the interatomic separation, $r_0$ is the interatomic separation at the potential minimum, and $a$ is the inverse line width of the potential. H. Inaba presented the thermal expansion coefficients calculated by the morse potential for ThO$_2$ and UO$_2$.

The calculated thermal expansion coefficients are overall in good agreement with the experimental data below around 1300 K for ThO$_2$ and 1000 K for UO$_2$, but the difference is increased above the temperatures both for ThO$_2$ and UO$_2$. It is considered that the larger experimental values of the thermal expansion coefficient at high temperature are mainly due to the contribution of vacancies created.

**Conclusion and future challenges**

Along with the consistent development of interatomic potentials, the description on thermal expansion behaviour of nuclear fuels has also been improved for the past decades. However, the parameters in the potential functions have been fitted on different experimental data, and are normally difficult to apply to other materials. Hence, it is still challenging to establish potentials which can be applied to various nuclear fuel materials at broad temperature ranges. In addition, system size (up to a few million atoms) and time (up to a few nanoseconds) is a major limitation required to be improved in the MD simulations.[16] The application of first-principles methods is even more demanding. The first-principles calculation is fundamentally to describe the ground states of materials, and the harmonic lattice approximation is valid at relatively low temperature. Therefore, there are limits to extending the application of the first-principles method at high temperature [8], in particular, over 1000°C that nuclear fuels are exposed to under reactor operation. For a better description of temperature-dependent properties including thermal expansion, DFT-based MD simulations have been successfully applied over a wide range in temperature, up to about 2700°C [19]. Despite a significant step forward in development of temperature-dependent DFT in combination with MD simulations, it has not yet been employed to nuclear fuels, especially no application result yet for thermal expansion behaviour of the fuel materials. In order to successfully apply DFT-MD methods for thermodynamic properties of nuclear fuel, both the first-principles and MD methods need further improvement, with the primary need being associated with the ability to scale up to larger numbers of atoms and to develop high-temperature predictions of nuclear fuel behaviour.

With increased temperature, the free energy of electrons became significant. To take into account for the contribution of electrons on the total free energy, a finite temperature DFT functional is needed, such as Mermin functional [22], rather than the ordinary DFT energy functional to treat the thermal excitation of electrons. Beside the thermal expansion of fuel itself, the fuel expansion originates from swelling due to fission products. Therefore, fuel burn-up is also needed to be considered to accurately estimate the fuel expansion during irradiation.

It is challenging to describe the thermal expansion of nuclear fuel during irradiation because of the complex environment in reactor and various parameters affecting to fuel behaviour, such as temperature, burn-up, stoichiometry, fission products, and correlations between the parameters. Therefore, broader consideration is required from the fundamentals of thermal properties of fuel to the macroscopic thermal behaviour in
reactors to accurately estimate the thermal expansion of fuel. To achieve this, it is necessary to improve the theoretical estimation techniques and a multi-length and -time scale approach will be an appropriate method to assess such a complex fuel behaviour.
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Atomic transport properties
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Abstract
As presented in the first chapter of this book, atomic transport properties govern a large panel of nuclear fuel properties, from its microstructure after fabrication to its behaviour under irradiation: grain growth, oxidation, fission product release, gas bubble nucleation. The modelling of the atomic transport properties is therefore the key to understanding and predicting the material behaviour under irradiation or in storage conditions. In particular, it is noteworthy that many modelling techniques within the so-called multi-scale modelling scheme of materials make use of atomic transport data as input parameters: activation energies of diffusion, diffusion coefficients, diffusion mechanisms, all of which are then required to be known accurately. Modelling approaches that are readily used or which could be used to determine atomic transport properties of nuclear materials are reviewed here. They comprise, on the one hand, static atomistic calculations, in which the migration mechanism is fixed and the corresponding migration energy barrier is calculated, and, on the other hand, molecular dynamics calculations and kinetic Monte-Carlo simulations, for which the time evolution of the system is explicitly calculated.

Introduction
In nuclear materials, atomic transport properties can be a combination of radiation effects (atom collisions) and thermal effects (lattice vibrations), this latter being possibly enhanced by vacancies created by radiation damage in the crystal lattice (radiation enhanced-diffusion). Thermal diffusion usually occurs at high temperature (typically above 1 000 K in nuclear ceramics), which makes the transport processes difficult to model at lower temperatures because of the low probability to see the diffusion event occur in a reasonable simulation time. In this chapter, some methods will be reviewed that
enable one to apprehend atomic transport properties in solids and which are currently
used for nuclear materials or which show great potential.

The basic equation to express the thermal contribution to the atomic transport
properties (in particular self-diffusion) is the Fick law, giving the atom flux J in the crystal:

\[ J = -D \nabla c \]  \hspace{1cm} (1)

where \( c \) is the atom concentration and \( D \) is the diffusion coefficient (assumed isotropic
in Equation 1). Diffusion is strongly affected by the microstructure and composition of
the material. Atomic transport properties can be strongly dependent on the stoichiometry
of the compound, the presence of grain-boundaries or surfaces, the concentration of
point defects or impurities, etc. The diffusion equation 1 has to take into account these
various effects by additional terms, in particular in the case of materials under irradiation,
terms describing the contribution of intragranular and intergranular diffusion, sink
efficiency of point defects, bubble nucleation and re-solution of fission gases, etc. These
various effects make the determination (experimental or theoretical) of diffusion
coefficients for a given species difficult. For instance, a large dispersion of experimental
data exists for atomic self-diffusion coefficients in UO\(_2\) [1-5].

For a given element and a fixed composition (or stoichiometry) of the compound, the
temperature-activated diffusion coefficient in Equation 1 is expressed as:

\[ D = f \cdot a^2 \cdot \nu \cdot \exp \left( -\frac{\Delta G}{k_B T} \right) \],

with \( \Delta G \) the Gibbs free energy (or free enthalpy) associated
with the diffusion, \( f \) is a correlation factor accounting for the fact that successive atom
jumps can be related to one another, \( \nu \) the jump frequency, \( a \) is a characteristic diffusion
length in the crystal depending on the lattice parameter, \( T \) the temperature and \( k_B \) the
Boltzmann constant. The diffusion coefficient \( D \) is often found to obey an Arrhenius law:

\[ D = D_0 \cdot \exp \left( \frac{-\Delta H}{k_B T} \right) \] \hspace{1cm} (2)

in which \( \Delta H \) is the enthalpy (or the diffusion activation energy \( \Delta H = \Delta H_m \)) associated
with the diffusion, \( D_0 \) the diffusion pre-factor. The activation energy \( \Delta H_m \) is generally
identified as the sum of the migration energy \( \Delta H_m \) and the defect formation energy,
depending on the diffusing element, on the diffusion mechanism and on the nature of the
point defects which mediate the diffusion. The temperature-independent pre-factor \( D_0 \)
then depends on the migration and the defect formation entropies \( \Delta S_f \) and \( \Delta S_m \):

\[ D_0 = f \cdot a^2 \cdot \nu \cdot \exp \left( -\frac{\Delta S_f + \Delta S_m}{k_B} \right) \] \hspace{1cm} (3)

The knowledge of atomic transport events, even of rare events, is required in order to
set up a so-called multi-scale modelling scheme for the evolution of the material [6] and to
provide physics-based data for nuclear fuel performance codes [7]. The challenge is then,
using state-of-the-art modelling techniques, to calculate the diffusion coefficient \( D \)
directly or determine separately its various contributions: the possible diffusion
mechanisms, the corresponding activation energies, the pre-exponential factor \( D_0 \).
including its several components (jump frequency, entropy terms, correlation factor). Several modelling approaches exist to reach this goal, based on atomistic first-principles or empirical potential calculations, or Monte Carlo simulations.

**Dynamical calculations: Diffusion coefficients**

Molecular dynamics (either ab initio or classical) and kinetic Monte Carlo simulations are techniques which enable one to simulate the evolution in time of the system and to directly access the diffusion coefficient of a given species in a material.

**a. Molecular dynamics**

The time evolution of the system is obtained by solving the Newton equation of motion for the all the atoms of the system. The trajectory as a function of time for each particle of the system is obtained. The accuracy of the calculations is determined by the accuracy with which the interaction potentials between the atoms can be described. The interaction potentials can be either calculated using the electronic structure of the system from first-principles calculations (ab initio molecular dynamics) or using interatomic empirical potentials (classical molecular dynamic). For more details on classical molecular dynamics, (see Chapter 13). The accuracy chosen will limit the time scale of the simulation: a few picoseconds for ab initio molecular dynamics, and a few nanoseconds for classical molecular dynamics. Most of the transport processes involved in the evolution of nuclear materials (point defect or fission product migration) exhibit, however, energy barriers too high to occur within the time scale of ab initio simulation. Most of the molecular dynamics studies of nuclear materials, especially actinide compounds, are still performed using empirical potentials.

Using molecular dynamics, atomic transport properties are determined by the analysis of the trajectories of the atoms as a function of time. Thermal vibrations or complex concerted motions of the atoms can, however, make the determination of elementary migration paths difficult. But one can access the coefficient $D$, which is expressed as the mean square displacement of an atom species:

\[
D = \lim_{t \to \infty} \frac{1}{6t} \langle \mathbf{r}(t) - \mathbf{r}(0) \rangle^2
\]

By performing simulations at various temperatures, one can plot the evolution of $D$ as a function of the temperature and extract the pre-exponential factor $D_0$ by a fit to the Arrhenius law equation 2. The activation energy of a particular diffusion mechanism can, however, hardly be extracted from molecular dynamics simulations because of the concerted motion of all the atoms of the system. Generally, the diffusion mechanism is identified in a molecular dynamics simulation and its activation energy is subsequently calculated using a static calculation method, such as the Nudged Elastic Band (NEB) method presented below.

There are several limitations in the use of ab initio or classical molecular dynamics for atomic transport properties. Ab initio calculations can only reach simulation times of the order of a few picoseconds with a limited number of atoms involved (several hundreds at most), while in classical molecular dynamics calculations, the number of atoms involved can reach billions and the timescale is significantly increased to around 10-100 ns. But in
many cases, it is still not enough to observe diffusion events that are too slow and involve a large energy barrier, like for instance uranium or xenon diffusion in UO$_2$. For such processes, either static migration methods have to be used (see below) or accelerated dynamics algorithms.

**b. Accelerated dynamics**

Accelerated dynamics methods such as temperature-accelerated dynamics simulations [8] introduce a fictitious temperature to the system in order to ease the climbing of potential barriers and thus artificially accelerate the time evolution of the system. The temperature can be raised typically to 3 000 K, the challenge being the conservation of the correct dynamics at the original temperature. Similarly, in hyperdynamics [9] or metadynamics [10] calculations, a bias potential raises the energy in regions other than the transition states between potential basins, enabling the exploration of the potential energy surface and making transitions occur at an accelerated rate without the prior knowledge of the states through which the system may evolve.

Classical molecular dynamics calculations have been used to model various aspects of atomic transport properties of point defects and fission products in nuclear fuel materials. For instance, in the case of UO$_2$: defect recombination [11,12], diffusion induced by displacement cascades [13-16], influence of grain boundaries and dislocations [17,18], rare gas diffusion and resolution [19-23], etc.

**c. Kinetic Monte Carlo**

KMC simulations [24] are another approach to determine the time evolution of a system from which diffusion coefficients may be directly extracted. Its advantage over classical molecular dynamics is that it enables to access larger timescales, but it is based on the prior knowledge of all the various mechanisms by which the system can evolve. It cannot predict a migration mechanism by itself. A list of migration mechanisms and their associated migration barriers are input data of the simulation. These data are often provided by *ab initio* or empirical potential calculations or extracted from experimental data. Kinetic Monte Carlo is based on the calculation of the probabilities of all the possible transitions of the system (see Chapter 17). KMC has only been recently applied to the study of atomic transport properties in nuclear fuels. An example is the calculation of oxygen diffusivity in UO$_2$ as a function of the stoichiometry [25].

**Static calculations: Migration barriers**

Static calculations are an alternative to dynamical simulations for the study of transport properties in materials. The goal of static migration calculations is to determine the energy barrier that the migrating atom has to overcome in order to hop from one position in the crystal to the next. In this approach, the time evolution of the system does not come into play. The migration energy is determined by the calculation of the energy of the system upon displacement of the migrating atom in the crystal. The challenge for static migration calculations is to find the most favourable migration mechanism, the minimum-energy path (MEP), which is starting from a local energy minimum and leading to another local energy minimum, passing through a saddle point. The energy of the saddle point relative to the local energy minimum is defined as the migration energy $E_m$. Several such static methods have been developed, among them the Nudged Elastic Band (NEB) method [26],
the string method [27,28], the dimer method [29], the Activation-Relaxation Technique (ART) [30-33].

**a. The Nudged Elastic Band (NEB) and the string methods**

These methods are used to find reaction pathways when both the initial and final states are known. An initial migration path is interpolated and discretised into a set of images between the known initial and final states. The total energy of the images, corresponding to intermediary configuration of the migrating atom along the migration path, is then minimised. The NEB method is based on a spring interaction between adjacent images which is added to ensure continuity of the path, thus mimicking an elastic band. The forces acting on each image that should be minimised are the normal component of the potential force and the tangential component of the spring force (see Figure 1). In the string method, an elastic chain of configurations joining the initial and final states is progressively driven to the minimum energy path using an iterative procedure consisting of two steps: (1) evolution step: the images are moved following the atomic forces, (2) reparametrisation step: the images are equally redistributed along the string. In both NEB and string methods, the atomic positions of the system are optimised at each step of the migration to ensure that the minimum energy path is found. The climbing-image method [33] is an improvement of these methods to make one of the images correspond to the saddle point of the migration path for a more accurate determination of the energy barrier. The drawback of the NEB and the string methods is that the final state of the migration has to be known: one has to explore many migration mechanisms in order to find the diffusion process with the lowest migration barrier that will be thus the most probable to occur.

![Figure 1. Two components making up the nudged elastic band force $F_{\text{NEB}}$: the spring force $F_{S||}$ along the tangent and the perpendicular force $F_{\perp}$ due to the potential [35]](image)

**b. The dimer method and Activation-Relaxation Technique (ART)**

Contrary to the NEB or the string methods, these methods require the knowledge of neither the final state of migration nor the saddle points: it allows the system to evolve following well-defined paths between local energy minima, starting from the knowledge of only one local minimum. The dimer method [27,28] is used to find saddle points by defining two replicas (dimer) of the system with slightly displaced coordinates in order to
explore the curvature of the potential energy surface. The ART method [30-33] proceeds in two steps starting from a local minimum:

- activation: the configuration is moved from a local minimum to a nearby local saddle point;
- relaxation: the system is pushed over the saddle point and relaxed to a new minimum.

The first step is achieved by defining a modified force field in which the saddle is a minimum. The dimer and the ART methods allow one to jump over much higher energy barriers than allowed by standard molecular dynamic techniques and can thus predict migration mechanisms and activation energies in complex local atomic arrangements or in disordered materials. For nuclear materials such as UO$_2$, such methods should be, however, used with caution because of the large difference between oxygen and uranium migration barrier: only migration events involving oxygen ions would most probably be obtained.

**Figure 2. Illustration of the activation and relaxation steps in ART for a two-dimensional energy landscape [30]**

From each energy minimum, the system can reach several saddle points. The down-pointing arrows from the saddle point indicate the directions of the force toward a minimum energy. The full line arrows show the path for a single event.

In the static migration approaches, the interatomic interactions can be calculated from either first-principles or empirical potential calculations. ART has been recently applied to point defects in metals [36], silicon carbide [37], amorphous silica [31]. For nuclear fuel applications, the NEB method has been mostly used so far in order to determine migration mechanisms and to calculate migration energies of point defects and fission products. For instance, in the case of UO$_2$, using the first-principles DFT+U method, the migration of oxygen [25,38] uranium [39,40] and xenon [39] atoms has been studied. These studies follow many previous works making use of standard DFT [41,42], which is unfortunately not appropriate for a correct description of the electronic properties of UO$_2$ (see Chapter 12). Using empirical potentials, pioneering works in the eighties and early nineties were already able to identify migration mechanisms of point defects [43] and xenon atoms [44,45] in UO$_2$ with static migration calculations. They were later completed by the use of several empirical pair-potentials for the study of transport properties of point defects [46], dislocations [47], fission gases and helium [48] in UO$_2$. 
Vibrational properties: Pre-exponential factor

a. Entropic contributions to the pre-exponential factor

Atomic transport properties can be apprehended by the calculation of the vibrational properties of the system. The diffusion prefactor $D_0$ is indeed expressed as a function of migration and defect formation entropy $\Delta S_f$ and $\Delta S_m$ (Equation 3 – in which the electronic entropy contribution is generally neglected). The formation entropy is related to the phase-space volume accessible to the defects and involves configurational and vibrational contributions: $\Delta S_f = \Delta S_{f,\text{conf}} + \Delta S_{f,\text{vib}}$. The configurational contribution is purely geometric and depends on the number of configurations $\Omega$ that the diffusing defect can take in the lattice: $\Delta S_{f,\text{conf}} = k_B \ln \Omega$. The vibrational contribution $\Delta S_{f,\text{vib}}$ is the difference between the vibrational entropy of the system containing the defect and the vibrational entropy of the perfect system without defect. In the harmonic approximation, it can be expressed as a function of the phonon frequencies $\nu_0$ of the perfect system (containing $N$ atoms) and the phonon frequencies $\nu'_i$ of the defective system, which can be calculated using first-principles or empirical potential calculations:

$$\Delta S_{f,\text{vib}} = k_B \ln \frac{\prod_{i=1}^{N} \nu_i}{\prod_{i=1}^{N} \nu'_i} \quad (5)$$

The migration entropy $\Delta S_m$ is defined as the difference in entropy between the system in which the diffusing atom is at a local stable position (local minima 0) and at a saddle-point position (or transition state TS): $\Delta S_m = S_{\text{TS}}^{\text{vib}} - S_{\text{vib}}^0$. The migration entropy can again be calculated from the phonon spectra of the system. In the harmonic approximation $\Delta S_m$ can be expressed, similarly to the formation entropy, as a function of the phonon frequencies $\nu_i$ of the system at the equilibrium and transition states:

$$\Delta S_m = k_B \ln \frac{\prod_{i=1}^{N} \nu_i^0}{\prod_{i=1}^{N} \nu_i^{\text{TS}}} \quad (6)$$

The denominator specifically excludes the frequency in the direction of the motion corresponding to an unstable mode at the transition state.

b. Five-frequency model for impurity diffusion

The diffusion pre-exponential factor for impurities can also be determined using a model describing the diffusion mechanisms of the impurity (in dilute concentration) called the five-frequency model. Assuming that the impurity jumps are affected by the presence of vacancies only in the immediate vicinity, A.D Le Claire and A.B. Lidiard [49] expressed the diffusion coefficient $D_2$ of an impurity in a face-centered cubic crystal in terms of five jump frequencies $w$ and of the self-diffusion coefficient of the pure host element $D_0$:
\( \frac{D_2}{D_0} = \frac{f_2}{f_0} \frac{w_4}{w_0} \frac{w_1}{w_3} \frac{w_2}{w_1} \) \hspace{1cm} (7)

where \( w \) are the atom jump frequencies, as illustrated in Figure 3; \( w_0 \) is the host atom jump frequency in the absence of the impurity, \( w_1 \) is the jump frequency for a host atom nearest neighbour to the impurity, \( w_2 \) is the impurity atom jump frequency, \( w_3 \) is the host atom jump frequency whose jump dissociate the impurity and the vacancy, \( w_4 \) is the host atom jump frequency which associates the impurity and the vacancy (reverse of jump \( w_3 \)). The impurity diffusion correlation factor \( f_2 \) can be expressed as a function of the probability of the impurity atom to jump back to its previous position and the jump frequencies \([50,51]\). Thus, the determination of the diffusion coefficient of the impurity mostly resides in the calculation of the various jump frequencies \( w \).

**Figure 3. Illustration of the atom jump frequencies involving the impurity (black circle) and the vacancy (grey square), as defined in the five-frequency model**

Based on transition state theory (TST), the jump frequencies can be expressed as:

\[ w = w^* e^{-\frac{\Delta H_m}{kT}} \]

where \( \Delta H_m \) is the change in enthalpy of the system between the states in which the diffusing atom is in its initial equilibrium state and at the saddle point of the diffusion path (transition state). This migration barrier can be calculated by static migration calculations as presented in this chapter (the NEB method for instance). \( w^* \) is the effective frequency defined by G.H. Vineyard \([52]\) as a function of the vibrational frequencies in the initial equilibrium state \( \nu^0_i \) and in the transition state \( \nu^{TS}_i \) of a system with \( N \) atoms and one vacancy:

\[ w^* = \frac{\prod_{i=1}^{N-3} \nu^0_i}{\prod_{i=1}^{N} \nu^{TS}_i} \] \hspace{1cm} (8)

The vibration frequencies \( \nu^0_i \) and \( \nu^{TS}_i \) can be determined by the explicit calculations of the phonon spectrum of the impurity at the equilibrium state and transition state. This can be achieved using first-principles calculations (usually in the harmonic or quasi-harmonic approximations) or empirical potential calculations.

Examples of diffusion prefactor calculations using first-principles methods associated to the determination of the entropic contributions or to the five-frequency model exist for
SiC [53] and metallic alloys [54], among others. Applications to UO₂ are still hampered by the computational cost of phonon spectrum calculations for defect systems.

Conclusions and future challenges

The modelling of atomic transport properties in nuclear fuel materials has much benefited from the increase in computer resources available and from the recent progress made in the coupling of atomistic methods (DFT, empirical potential, kMC, etc). Atomic transport is a key phenomenon in the multi-scale modelling scheme of nuclear fuels.

One of the challenges for the future consists in tightening even more the links between the modelling techniques at the atomic scale and the meso scale, in particular for fission gas transport. The study of radiation damage and atomic transport properties in nuclear fuels would also benefit from efficient accelerated dynamics schemes to access fuel evolution during longer timescale and the application of \textit{ab initio} molecular dynamics to actinide compounds.
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Abstract
Free energy and heat capacity of actinide elements and compounds are important properties for the evaluation of the safety and reliable performance of nuclear fuel. They are essential inputs for models that describe complex phenomena that govern the behaviour of actinide compounds during nuclear fuels fabrication and irradiation. This chapter introduces various experimental methods to measure free energy and heat capacity to serve as inputs for models and to validate computer simulations. This is followed by a discussion of computer simulation of these properties, and recent simulations of thermophysical properties of nuclear fuel are briefly reviewed.

Introduction
During the operation of nuclear fuel under normal or accident condition, such as loss of coolant, several interacting mechanisms determine the changes in the chemical and physical condition of the fuel. There are calculation codes for describing the fuel behaviour that contain individual models for describing each chemical interaction. Free energy and heat capacity are essential parameters for these models. The former can indicate the chemical stability for various species and provide the driving force to change the chemical condition. The latter is directly related to heat transfer or temperature variation in the fuel. Reliable determination of free energy and heat capacity are important for improving the accuracy of numerical thermodynamic modelling. In the case of calculation of phase diagrams, the numerical solution model is introduced to evaluate the free energy of mixing for solution phases and the free energy of formation for compounds. These values can be calculated only from phase boundary data, such as liquidus/solidus. Furthermore, *ab initio* and classical molecular dynamics (MD) can be used to evaluate heat capacity and free energy. The accuracy is enhanced if reliable free
energy data can be obtained using experimental methods, such as vapour pressure and electro-motive force. In the following sections, major experimental methods are introduced with a discussion of experimental error in each method, which is important from the viewpoint of a thermodynamic database. Computational methods are then discussed with a review of recent MD simulations of free energy and heat capacity.

**Heat capacity**

Adiabatic calorimetry is generally applied for measuring low-temperature heat capacity and, on the other hand, drop calorimetry, differential scanning calorimetry or laser flash method for high temperatures. Work up to 1975 has been reviewed by F.L. Oetting et al. [1] and further studies were reviewed by J.W. Ward et al. [2] and by R.J.M. Konings et al. [3]. Heat capacity of actinide elements through Es at 298 K is summarised in Table 1.

| Table 1. Heat capacity of actinide elements (at 298 K, J/K/mol) |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| Ac  | Th  | Pa  | U  | Np | Pu | Am | Cm | Bk | Cf | Es  |
| gas  | 20.82 | 20.79 | 22.91 | 23.69 | 20.82 | 20.85 | 20.79 | 28.11 | 20.79 | 20.79 | 20.79 |

There are several methods for measuring the high-temperature heat capacity. Figure 1 indicates a schematic image of the drop calorimetry method. Two systems are considered. The first system is constructed as follows:

- a sample at a prescribed high temperature is dropped into a low temperature heat sink;
- a decrease in enthalpy is measured via the small variation in heat flow from the heat sink to the sample.

**Figure 1. Schematic image of drop calorimetry using a Pt-container to avoid interaction of sample and atmosphere or crucible**

<table>
<thead>
<tr>
<th></th>
<th>AmO₂</th>
<th>AmO₁.₅</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (mg)</td>
<td>72.80</td>
<td>61.77</td>
</tr>
<tr>
<td>Pt weight (mg)</td>
<td>489.77</td>
<td>357.64</td>
</tr>
</tbody>
</table>
The second system is: (i) a sample at room temperature is dropped into a high-temperature heat sink maintained at a prescribed temperatures, (ii) an increase in enthalpy is measured. Figure 1 indicates the latter system. Since this method gives a relationship between heat capacity and temperature, the specific heat capacity can be calculated. The enthalpy for phase transition can also be evaluated. However, the temperature measurement is discontinuous and this method needs a long time, and generates only a few data points per day. Major concerns of the drop calorimetry method are (i) heat transfer between the sample and atmosphere during the drop process and (ii) chemical interaction between sample and atmosphere or crucible. Sample damage can be avoided by encapsulating the sample in a small container made by platinum. However, it decreases the accuracy of measurement because one has to compensate for the variation in the container material.

Figure 2. Variation in heat flow just after drop-in Am$_2$O$_3$ sample into a heat

Figure 2 shows an example of the variation in the heat flow into the sample just after the drop-in. The heat flow is evaluated from accurate measurement of the difference in temperature between the sample and the reference. As for the reference material, chemically stable materials, such as alumina, are generally used. The heat flow decreases abruptly just after the drop-in of the sample into the heat sink. Then, it recovers by heat transfer from the heat sink surrounding the sample. The heat capacity is calculated from the sample weight and the area originated from the variation in the heat flow.

Regarding Differential Scanning Calorimetry (DSC), there are two methods, namely power-compensation and heat-flux systems. Since relatively high temperature is necessary in the case of nuclear materials, the heat-flux system method is generally used. Figure 3 shows a schematic of the working principle of Differential Thermal Analysis (DTA) and DSCs [5]. The system of the heat-flux DSC is mostly similar to that of DTA, except for the preparation of the heat sink surrounding the sample and the reference. The temperature of the entire system is gradually changed with a fixed rate and the difference in temperature between sample and reference is continuously measured using thermocouples. If the heat flow is forced to occur only between the sample or the reference and the heat sink, the difference in the heat-flux, $\delta q/\delta t$, can be evaluated from $\Delta T/R$ in case of the heat-flux DSC, in which $R$ indicates thermal resistance between the
reference and the heat sink. On the other hand, $\frac{\delta q}{\delta t}$ can be directly measured in the case of the power-compensation DSC.

**Figure 3. Schematic diagram of working principle of DTA and DSCs [5]**

![Figure 3](image)

Figure 4 shows an example of DSC-measurement, in which a relationship is drawn between the heat flow, $\Delta T/R$, and time [6]. When increasing temperature by a fixed temperature interval, the heat flows to the sample (UN: uranium nitride) and the reference ($Al_2O_3$) are measured respectively. The difference in the variation is drawn in the figure with respect to the baseline, which was drawn from the measurement of an empty tantalum crucible. Provided that the heat capacity of the reference material is already known, the heat capacity of the sample can be calculated from these variations and the sample weights. It must be ensured that the heat capacity evaluated in this manner is an averaged value in each temperature range. The major experimental concern is how to prepare the closed system. Usually, an empirical constant, which depends on the apparatus, is introduced from the measurement of the reference material. Nevertheless, in the case of high temperature, usually greater than ~1 000 K, the accuracy of measurement decreases significantly due to heat loss.

**Figure 4. Variation in heat flow of sample and reference when increasing temperature form 323 K to 426 K [6]**

![Figure 4](image)
There is another method for measuring the heat capacity, which uses a laser flash [7]. Figure 5 shows the principle. A small amount of heat absorber material, such as glassy carbon, is pasted on the front surface of the reference material with known heat capacity. The temperature increase is measured based on the response on the rear surface of the sample after laser beam irradiation. The heat induced by the laser beam, $Q$, is calculated from the heat capacity of the reference material and temperature increase ($\Delta T$). Then, the sample is measured in a similar manner. The heat capacity is calculated from $Q/\Delta T$. In the high-temperature condition, the correction of heat loss is necessary for reference and sample. In Figure 6, black solid circles indicate the data obtained by the laser flash method. Open circles indicate the data measured by DSC. Both values are mostly overlapped.

**Figure 5. Principle of laser flash method for measuring heat capacity [7]**

![Laser flash method diagram]

**Figure 6. Heat capacity of UO₂ measured by laser flash method [7]**

![Heat capacity graph]
Free energy

Classical methods for measuring free energy include electro-motive force measurement, Knudsen cell method, and chemical equilibrium method. Figure 7 illustrates experimental apparatus for measuring the oxygen potential using a zirconia solid electrolyte [8]. By coupling a zirconia plate and an oxide sample, the variation in the electro-motive force can be measured as a function of temperature. Oxygen potential or the partial free energy of formation of the oxide is evaluated using the following equation:

$$\Delta G(O_2) = RT \ln P(O_2) \text{ (sample)} = nFE + RT \ln P(O_2) \text{ (air)}$$

Here $\Delta G(O_2)$ is the oxygen potential, $R$ gas constant, $T$ temperature (K), $P(O_2)$ oxygen partial pressure, $F$ Faraday constant, and $E$ electro-motive force (V).

**Figure 7. Oxygen potential measurement system by the EMF-method [8]**

Figure 8 shows an example of experimental data for the measurement of the oxygen potential using the EMF-method [9]. Variation in the oxygen potential is given as a function of the O/M ratio of the oxide. The gradual change in the value indicates that the sample consists of a single phase. When the oxygen potential is maintained at any fixed value, it is supposed that two phases exist at that condition. The most important concern of this method is how to determine the accurate O/M ratio of the sample. The degree of the error on the O/M is far larger than that of the oxygen potential value. When comparing the data given in the literature, the accuracy on the O/M ratio is extremely important.

**Figure 8. Oxygen potential of Am-Np mixed oxide as a function of O/M at 1333 K**

![Oxygen potential measurement system](image.png)
Figure 9 illustrates an example of the system using a molten salt bath as an electrolyte, in which various electrodes are inserted to measure potentials. In the present example, a small amount of uranium metal was deposited by electrolysis on the surface of zirconium plate to form a uranium-zirconium compound. Then, the electro-motive force was determined from the difference in the electrode potential between the uranium-zirconium compound and the uranium metal. This value gives the free energy of formation of the compound.

![Figure 9. EMF-measurement system using a molten salt](image)

Table 2 summarises the experimental result [10], in which various thermodynamic properties of the uranium-zirconium compound are given, such as the electro-motive force, partial free energy of formation, activity of uranium, partial entropy and partial enthalpy. As given in the table, the electro-motive force values in the present example are very small, of the order of mV. This may cause a relatively larger experimental error for the free energy in comparison to cases with a larger value.

**Table 2. Thermodynamic properties of U-Zr compound, δ-phase**

<table>
<thead>
<tr>
<th>T(K)</th>
<th>$E_e$ (mV vs. $U^{3+}/U$)</th>
<th>$\Delta_f U$ (kJ mol$^{-1}$ U)</th>
<th>$a_U$</th>
<th>$U$ (J K$^{-1}$ mol$^{-1}$ U)</th>
<th>(kJ mol$^{-1}$ U)</th>
</tr>
</thead>
<tbody>
<tr>
<td>700.1</td>
<td>5.71</td>
<td>-1.65</td>
<td>0.753</td>
<td></td>
<td></td>
</tr>
<tr>
<td>743.6</td>
<td>4.51</td>
<td>-1.31</td>
<td>0.810</td>
<td></td>
<td></td>
</tr>
<tr>
<td>758.1</td>
<td>3.71</td>
<td>-1.07</td>
<td>0.843</td>
<td>-8.56</td>
<td>-7.62</td>
</tr>
<tr>
<td>775.0</td>
<td>3.46</td>
<td>-1.00</td>
<td>0.856</td>
<td></td>
<td></td>
</tr>
<tr>
<td>800.5</td>
<td>2.23</td>
<td>-0.645</td>
<td>0.908</td>
<td></td>
<td></td>
</tr>
<tr>
<td>839.0</td>
<td>1.82</td>
<td>-0.527</td>
<td>0.927</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 10 shows the schematic image of the Knudsen cell. In a fixed temperature condition, a small amount of volatilised species is discharged from the sample and introduced into a mass-spectrometer thorough an orifice. Variation in mass of the volatilized species can be detected.
Figure 10. Schematic image of Knudsen cell method

Figure 11 indicates an example of the result for the vapour pressure measurement of americium-plutonium binary alloy [11]. The vapour pressure of americium in the alloy is approximately one order smaller than that of pure americium metal. Considering the concentration of americium in the sample, americium and plutonium are expected to be soluble as a regular solution. The slope of the present data is different from that of pure americium, suggesting the activity of americium in the binary alloy changes gradually with increasing temperature. Major concerns of the vapour pressure measurement are the effect of atmosphere, especially for the measurement of the sample which is easily oxidised. Since several vapour species are generally discharged from the sample, the determination of the dominant species is important to evaluate the free energy. The oxidation condition of the sample might be changed with changing the atmosphere and temperature. It is important to avoid interaction between the sample and cell to increase the accuracy. Nevertheless, the vapour pressure measurement is a quite useful way to evaluate the free energy in the high-temperature region.

Figure 11. Vapour pressure of Am (g) on a Pu-6.6% Am sample [11]

Figure 12 illustrates the chemical equilibrium method using a molten salt/liquid metal system. After adding two kinds of solute material, $A$ and $B$, into the system, the differences in the concentration of $A$ and $B$ in the molten salt and the liquid metal phases
are measured, respectively, by chemical analysis. Electro-motive force of $MCl_a$ in molten salt for the cell, $M^i | MCl_a, LiCl-KCl | AgCl, LiCl-KCl | Ag$, is given by:

$$E = ^0E_{M^i} + RT/nF \ln (a_{MCl_a}/a_{M^i}) - E_{AgCl},$$

in which $^0E$: standard redox potential with respect to chlorine electrode, $R$: gas constant, $T$: temperature (K), $F$: Faraday constant, $n$: valence, $a_{MCl_a}$: activity in molten salt, $a_{M^i}$: activity on metal electrode, $E_{AgCl}$: potential of $Ag/AgCl$ electrode with respect to chlorine electrode ($i = A$ or $B$). On the other hand, electro-motive force of $M$ in liquid metal for the cell $M^i | MCl_a, LiCl-KCl | M$ in liquid metal, is given by:

$$E = RT/nF \ln (a_{M\text{ in liquid metal}}),$$

in which $a_{M\text{ in liquid metal}}$ activity of $M^i$ in liquid metal. Provided that three of the four thermodynamic properties are known, such as electro-motive force of $A$ and $B$ in the molten salt or in the liquid metal, the rest one can be calculated from the difference in the distribution of $A$ and $B$ in the system. Sometimes it is difficult to confirm the attainment of equilibrium, which is a major concern of this method.

Figure 12. Variation in concentration in solute A and B in a molten salt/liquid metal system

**Modelling of free energy and heat capacity**

Free energy and heat capacity can be calculated from atomistic simulation [12-15] or using simple physical models of phonon and electron spectra [16]. The results of the model can be validated using experimental data obtained as discussed in the preceding sections. The validated models, in turn, can be used to evaluate physical properties in cases where experimental data are not available and to design new experiments. The Helmholtz free energy $F(V,T)$ for a compound is given by:

$$F(V,T) = E_0(V) + F_{vib}(V,T) + F_e(V,T),$$

where $E_0(V)$ is the internal energy of the compound at 0 K, $F_{vib}(V,T)$ and $F_e(V,T)$ are the vibration and thermal electron contribution to the Helmholtz free energy, respectively. Based on the quasi-harmonic approximation, $F_{vib}(V,T)$ can be calculated from the density of state (DOS) of phonons.

$$F_{vib}(V,T) = k_B \int_0^\infty g_{vib}(\omega,V) \ln \left(2 \sinh \frac{\hbar \omega}{2k_B T} \right) d\omega,$$

$$= k_B \int_0^\infty g_{vib}(\omega,V) \ln \left(2 \sinh \frac{\hbar \omega}{2k_B T} \right) d\omega,$$
where \( g_{\text{vib}}(\omega, V) \) is the phonon DOS at phonon frequency \( \omega \) and volume \( V \). The thermal electron contribution is given by \( E_{\text{el}} = E_{\text{el}} - T S_{\text{el}} \) where:

\[
E_{\text{el}} = \int n(E) f(E) dE - \int E n(E) f(E) dE
\]

(3)

\( E \) and \( f \) represent the energy Eigen-value and the Fermi distribution function, respectively.

\[
f = \frac{1}{\exp\left( \frac{E - \mu}{k_B T} \right) + 1}
\]

(4)

where \( \mu \) is the chemical potential. The entropy term is expressed by:

\[
S_{\text{el}} = -k_B \int n(E) \left[ f \ln f + (1 - f) \ln(1 - f) \right] dE
\]

(5)

In MD simulation [17], the free energy difference between two states of the simulation cell cannot be calculated merely from the coordinates of the atoms in the two systems. Instead, one typically uses thermodynamic integration [18]. In this method, the free energy difference between two states is determined by first identifying a thermodynamic path between the states. A parameter (\( \lambda \)) is defined to couple the two states such that one goes from the first state to the second state as \( \lambda \) changes from 0 to 1. The enthalpy changes along the path (\( \lambda \) going from 0 to 1) are calculated and integrated to compute the free energy change. A recent review has discussed free energy calculations in detail [19].

Regarding heat capacity, \( C_v(T) \) is calculated from the phonon DOS.

\[
C_v(T) = k_B \int_0^\infty g_{\text{vib}}(\omega) \left( \frac{\hbar \omega}{k_B T} \right)^2 \frac{\exp\left( \frac{\hbar \omega}{k_B T} \right)}{\left( \exp\left( \frac{\hbar \omega}{k_B T} \right) - 1 \right)^2} d\omega
\]

(6)

and \( C_p(T) \) is given by:

\[
C_p(T) = C_v(T) + \alpha(T)^2 B(T) V(T) T
\]

(7)

where \( \alpha(T) \) and \( B(T) \) are linear thermal expansion coefficient and bulk modulus, respectively.

In MD simulations [17], \( C_v \) is calculated from the variation of the internal energy with temperature at constant volume (constant NVT ensemble) and \( C_p \) is calculated from the variation of internal energy with temperature at constant pressure (constant NPT ensemble) [12]:

\[
C_v(T) = \left( \frac{\partial E}{\partial T} \right)_v
\]

(8)

\[
C_p(T) = \left( \frac{\partial E}{\partial T} \right)_p
\]

(9)

Classical MD simulations follow the time evolution of a system of ions, whose interactions are represented by a combination of long-range Coulombic terms and short-
range terms to account for dispersion, repulsion, and covalency. Several interatomic potentials have been developed to model the ionic interactions in actinide compounds. These potentials can be broadly classified as rigid-ion models that treat ions as massive points with formal or partial charges and shell models that represent ions as massive point charges connected to a massless charged shell by a spring. A recent study [14] has systematically compared the temperature dependence of \( C_v \) and \( C_p \) from MD simulation using several rigid-ion and shell model potentials with experimental observations. The \( C_v \) value was found to be almost constant over the temperature range from 100 K to 3 000 K and equal to the classical value of Dulong and Petit for all potentials studied. This incorrect behaviour at low temperatures is due to the fact that classical MD does not include quantum mechanical effects. At temperatures above 1 500 K, rigid-ion potentials with non-formal charges show an increase in specific heat with increasing temperature in a manner consistent with experimental findings due to the creation of temporary anion Frenkel pairs [14]. In general, some rigid-ion potentials, such as those developed by Morelon [20] and Yakub [21], provide a good representation of thermal expansion, \( C_v \), and \( C_p \) between 300 K and about 2 000 K. These potentials are also known to represent thermal conductivity of \( \text{UO}_2 \) reasonably well [22]. There is scope for improvement of these potentials to expand their range of applicability by rigorous fitting to a large database of results from experiment and \textit{ab initio} calculations. A good understanding of experimental error is needed to achieve reliable fitting.

**Conclusion and future challenges**

Atomistic simulations and analytical models can provide valuable information about thermophysical properties of actinides and actinide compounds including temperature dependence of heat capacity, especially in cases where experimental data is lacking. The accuracy and reliability of these models can be improved by generating input data using a host of experimental methods discussed in this chapter. Existing rigid-ion potentials provide a satisfactory representation of thermophysical properties over a narrow temperature window from 300 K to 1 500 K. Further improvement in potentials will have to balance the conflicting requirements of matching known equilibrium properties, on the one hand, and representing the behaviour of charged defects and property changes under far-from-equilibrium conditions on the other hand.
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Chapter 11.

Elastic and viscoplastic properties

R.A. Lebensohn
Los Alamos National Laboratory, US

Abstract

In this chapter, we review crystal elasticity and plasticity-based self-consistent theories and apply them to the determination of the effective response of polycrystalline aggregates. These mean-field formulations, which enable the prediction of the mechanical behaviour of polycrystalline aggregates based on the heterogeneous and/or directional properties of their constituent single crystal grains and phases, are ideal tools to establish relationships between microstructure and properties of these materials, ubiquitous among fuels and structural materials for nuclear systems.

Introduction

Mean-field theories linking microstructure and properties of heterogeneous materials can be used for the development of efficient algorithms for the prediction of the elastic and plastic response of polycrystals. In this chapter, we will review crystal elasticity and crystal plasticity-based self-consistent theories, and show applications of these formulations to the prediction of microstructure-property relations of polycrystalline aggregates.

The self-consistent (SC) approximation, one of the most commonly used homogenisation methods to estimate the mechanical response behaviour of polycrystals, was originally proposed by A.V. Hershey [3] for linear elastic materials. For nonlinear aggregates (as those formed by grains deforming in the viscoplastic regime), the several SC approximations that were subsequently proposed differ in the procedure used to linearise the local non-linear mechanical behaviour, but eventually all of them end up making use of the original linear SC theory. In general, SC estimates of the effective behaviour of heterogeneous materials are between the iso-strain upper-bound (i.e., Voigt and Taylor approximations in the elastic and viscoplastic regimes, respectively) and the iso-stress lower-bound (Reuss and Sachs approximations in the elastic and viscoplastic regimes, respectively).
This chapter is organised as follows: in Sections 2 and 3, we present the elastic self-consistent (ELSC) and viscoplastic self-consistent (VPSC) formulations, respectively. In Section 4, we show examples of the use of ELSC for the prediction of: (i) effective elastic behaviour of isotropic composites with increasing volume fractions of hard and soft phases, respectively and (ii) effective elastic anisotropy developing in an FCC polycrystal as crystallographic texture evolves. Finally, we show a classical benchmark for the different non-linear SC approaches in terms of the predicted effective behaviour of a random FCC polycrystal as a function of its rate-sensitivity.

Local constitutive behaviour and homogenisation

Let us consider a macroscopic strain \( \varepsilon \) applied to an elastically heterogeneous material. The elastic behaviour at each material point \( x \) is given by:

\[
\sigma(x) = C^{(r)} : \varepsilon(x)
\]

where \( C^{(r)} \) is the elastic stiffness of mechanical phase \( r \). Let us homogenise the behaviour of a linear heterogeneous medium whose local behaviour is described by Equation 1 by the following macroscopic linear relation:

\[
\Sigma = \bar{C} : \varepsilon
\]

where \( \Sigma \) and \( \varepsilon \) are the effective stress and tensors, respectively, and \( \bar{C} \) is the stiffness of an a priori unknown Homogeneous Equivalent Medium (HEM). The problem underlying the SC method is that of an inhomogeneous domain \( r \) of modulus \( C^{(r)} \) embedded in an infinite medium of modulus \( \bar{C} \). Invoking the concept of the equivalent inclusion [13], the local constitutive behaviour in domain \( r \) can be rewritten as:

\[
\sigma(x) = \bar{C} : (\varepsilon(x) + \varepsilon^*(x))
\]

where \( \varepsilon^*(x) \) is an eigenstrain field, which follows from replacing the inhomogeneity by an equivalent inclusion and the symbol “\( \sim \)” denotes local deviations from macroscopic values of the corresponding magnitudes. Using the equilibrium condition \( \sigma_{ij}(x) = 0 \) and the relation \( \varepsilon_{ij}(x) = \frac{1}{2}(\varepsilon_{i,j}(x) + \varepsilon_{j,i}(x)) \) between the strain and displacement gradient fields we obtain:

\[
\bar{C}_{ijkl} \tilde{u}_{k,ij}(x) + \varphi_{ij,j}(x) = 0
\]

where:

\[
\varphi(x) = -\bar{C} : \varepsilon^*(x)
\]

is a polarisation field. Differential Equation 5 can be solved using the Green function method. If \( G_{km}(x) \) is the Green function associated with \( \tilde{u}_k(x) \), which solves the auxiliary problem of a unitary volumetric force, with a single non-vanishing m-component:

\[
\bar{C}_{ijkl} G_{km,li} (x-x') + \delta_{im} \delta(x-x') = 0
\]

Once the solution of Equation 7 is obtained, the displacement:
An inclusion of volume $\Omega$ in an infinite medium takes the form:

$$
\tilde{u}_{k,l}(x) = \int_{\mathbb{R}^3} G_{kl}(x-x') f_i(x') \, dx'
$$

An inclusion of volume $\Omega$ in an infinite medium takes the form:

$$
\tilde{u}_{k,l}(x) = \int_{\mathbb{R}^3} G_{kl}(x-x') \varphi_{ij}(x') \, dx'
$$

where $\tilde{u}_{k,l}(x)$ and $\tilde{\varepsilon}_{mn}(x)$ are averages inside the inclusion and the expression of tensor $T_{kl}$ solution of the above integral expression, can be found in [1].

The Eshelby tensor, a function of $\overline{C}$ and the shape of the ellipsoidal inclusion, is given by:

$$
S_{ijkl} = \frac{1}{4} \left( T_{ijmn} + T_{jmni} + T_{mijn} + T_{njim} \right) \overline{C}_{mnkl}
$$

Thus, taking symmetric part in Equation 9 gives:

$$
\tilde{\varepsilon}^{(r)} = S : \tilde{\varepsilon}^{s(r)}
$$

### Interaction, localisation and self-consistent equations

Taking volume averages over the domain of the inclusion on both sides of Equation 4 and replacing the eigenstrain given by Equation 10, we obtain the interaction equation:

$$
\tilde{\sigma}^{(r)} = -\overline{C} : S^{-1} (1-S) \tilde{\varepsilon}^{(r)} = -\overline{C} : \tilde{\varepsilon}^{(r)}
$$

Replacing the constitutive relations of the inclusion and the effective medium in the latter and after some manipulation, one can write the following localisation equation:

$$
\varepsilon^{(r)} = \left( C^{(r)} + \overline{C} \right)^{-1} (C + \overline{C}) : E = A^{(r)} : E
$$

The previous solution for an equivalent inclusion embedded in an effective medium can be used to construct a homogenisation model, consisting in regarding each mechanical phase $(r)$ as heterogeneity embedded in an effective medium that represents the polycrystal. The properties of such medium are not known a priori but have to be found through an iterative procedure. Replacing the stress localisation equation (Equation 11) in the averaged local constitutive equation (Equation 1) we obtain:

$$
\sigma^{(r)} = C^{(r)} : A^{(r)} : \Sigma
$$

Taking volumetric average (denoted $\langle,\rangle$), enforcing the condition that the average stress over the aggregate has to coincide with the corresponding macroscopic magnitude and using the macroscopic constitutive relation (Equation 2), we obtain the following self-consistent equation for the HEM's stiffness:

$$
\overline{C} = \langle C^{(r)} : A^{(r)} \rangle
$$
To illustrate the use of this ELSC formulation, we describe here the steps required to predict the local and overall elastic response of an elastically heterogeneous materials. We start, for convenience, from an initial Voigt guess, i.e.: $\varepsilon^{(r)} = \varepsilon$ for all phases, and:

$C = \langle C^{(r)} \rangle$. Next, the Eshelby tensor $S$ can be calculated for the ellipsoidal shape of the mechanical phases. Subsequently, the interaction tensor $\tilde{C}$ (Equation 10), and the localisation tensors $A^{(r)}$ for each phase (Equation 11), are obtained. With these, an improved estimate of $C$ can be calculated, using the self-consistent fix-point equation (Equation 13). After achieving convergence on the macroscopic stiffness (and, consequently, also on the interaction and localisation tensors), a new estimation of average grain strain and stresses can be obtained, e.g., using the localisation relation and the averaged local constitutive equation (Equation 1).

**Viscoplastic self-consistent method**

In what follows, the SC formalism described in the previous section will be extended to the case of viscoplastic polycrystals. Each SR grain will be treated as an ellipsoidal viscoplastic inclusion embedded in an effective viscoplastic medium. Deformation in the grains is accommodated by dislocation glide activated by a resolved shear stress.

**Local constitutive behaviour, linearisation and homogenisation**

Let us consider that a macroscopic strain-rate $\dot{\varepsilon}$ is applied to the polycrystal. Let us assume that the plastic component of the deformation is much larger than the elastic part and therefore the flow is incompressible. The viscoplastic constitutive behaviour at each material point is described by means of the following non-linear, rate-sensitive equation:

$$\dot{\varepsilon}(x) = \sum_{k=1}^{N_k} m^k(x) \gamma^k(x) = \gamma^0 \sum_{k=1}^{N_k} m^k(x) \left( \frac{m^k(x) : \sigma(x)}{\tau^0(x)} \right)^n \text{sgn}(m^k(x) : \sigma(x))$$

(14)

where the sum runs over all $N_k$ slip and twinning systems. $\tau^0$ and $m^k(x) = \frac{1}{2} (n^k(x) \otimes b^k(x) - b^k(x) \otimes n^k(x))$ are the threshold resolved shear stress and the symmetric Schmid tensor associated with slip or twinning system $(k)$ (with $n^k$ and $b^k$ being the normal and Burgers vector direction of such slip or twinning system), $\dot{\varepsilon}$ and $\sigma'$ are the deviatoric strain-rate and stress tensors, $\dot{\gamma}^0$ is the local shear-rate on slip or twinning system $(k)$, $\frac{1}{n}$ is a normalisation factor and $n$ is the rate-sensitivity exponent.

Let us assume that the following linear relation (i.e., an approximation of the actual non-linear relation, Equation 26) holds between the strain-rate and stress in the SR grain $(r)$:

$$\dot{\varepsilon}(x) = M^{(r)} : \sigma'(x) + \varepsilon^{(r)}$$

(15)
where $M^{(r)}$ and $\dot{\epsilon}^{0(r)}$ are respectively a viscoplastic compliance and a back-extrapolated term (stress-free strain-rate) of SR grain $(r)$. Different choices are possible for the linearised behaviour at grain level, and the results of the homogenisation scheme depend on this choice. The secant approximation [4,5] consists in assuming $\dot{\epsilon}^{0(r)} = 0$, and the following linearised modulus:

$$M^{(r)}_{\text{sec}} = \dot{\gamma}_o \sum_k \frac{m^{k(r)}(r) \otimes m^{k(r)}(r)}{\tau^{k(r)}_o} \left( \frac{m^{k(r)}(r) : \sigma^{(r)}(r)}{\tau^{k(r)}_o} \right)^{n-1}$$

(16)

where the index $(r)$ in $m^{k(r)}(r)$ and $\tau^{k(r)}_o$ indicates uniform (average) values of these magnitudes, corresponding to a given orientation and hardening state associated with SR grain $(r)$. Under the affine approximation [10], the moduli are given by:

$$M^{(r)}_{\text{aff}} = n \dot{\gamma}_o \sum_k \frac{m^{k(r)}(r) \otimes m^{k(r)}(r)}{\tau^{k(r)}_o} \left( \frac{m^{k(r)}(r) : \sigma^{(r)}(r)}{\tau^{k(r)}_o} \right)^{n-1}$$

(17)

$$\dot{\epsilon}^{0(r)}_{\text{aff}} = (1 - n) \dot{\gamma}_o \sum_k \left( \frac{m^{k(r)}(r) : \sigma^{(r)}(r)}{\tau^{k(r)}_o} \right)^n \times \text{sgn} \left( m^{k(r)}(r) : \sigma^{(r)}(r) \right)$$

(18)

The secant and affine models, together the tangent approximation of A. Molinari et al. [11] and R.A. Lebensohn et al. [6] (which combines aspects of the former two), [8] are first-order approximations, since they are based on linearisation schemes that at grain level make use of information on field averages only, disregarding higher-order statistical information inside the SR grains. However, the above assumption may be not sufficient, especially when strong directionality and/or large variations in local properties are to be expected. To overcome the above limitations, P. Ponte Castañeda et al. have developed more accurate nonlinear homogenisation methods, using linearisation schemes at grain level that also incorporate information on the second moments of the field fluctuations in the mechanical phases. These more elaborate SC formulations are based on the use of so-called linear comparison methods, which express the effective potential of the nonlinear VP polycrystal in terms of that of a linearly viscous aggregate with properties that are determined from suitably-designed variational principles [2,9,14,15]. Once a specific type of linearisation is chosen, the viscoplastic self-consistent method can be constructed following similar procedure as in the elastic case. The homogenised behaviour is given by Equation 2:

$$\dot{\mathbf{E}} = \mathbf{M} : \dot{\mathbf{\Sigma}}' + \dot{\mathbf{E}}^0$$

(19)

where $\dot{\mathbf{E}}$ and $\dot{\mathbf{\Sigma}}'$ are the macroscopic deviatoric strain-rate and stress tensors and $\mathbf{M}$ and $\dot{\mathbf{E}}^0$ are respectively the compliance and back-extrapolated term of the a priori
unknown viscoplastic HEM. The average strain-rate deviation in the ellipsoidal domain $ar{\varepsilon}^{(r)} = \bar{\varepsilon} - \dot{\varepsilon}^{(r)}$ is given by Equation 9:

$$\bar{\varepsilon}^{(r)} = S : \varepsilon^{*(r)}$$

(20)

The interaction equation is given by Equation 10:

$$\bar{\varepsilon}^{(r)} = -(I - S)^{-1} : S : \bar{M} : \bar{\sigma}^{(r)} = -\bar{M} : \bar{\sigma}^{(r)}$$

(21)

The localisation equation is then written as Equation 11:

$$\bar{\sigma}^{(r)} = (\bar{M}^{(r)} + \bar{M})^{-1} \left( (\bar{M} + \bar{M}) : \Sigma' + \left( \bar{E}^0 - \varepsilon^{0(r)} \right) \right) = B^{(r)} : \Sigma' + b^{(r)}$$

(22)

The self-consistent equations are then given by Equation 13:

$$\bar{M} = \langle \bar{M}^{(r)} : B^{(r)} \rangle \text{ and } \bar{E}^0 = \langle \bar{M}^{(r)} : b^{(r)} + \varepsilon^{0(r)} \rangle$$

(23)

**Numerical implementation**

Starting, e.g., from an initial Taylor guess: $\dot{\varepsilon}^{(r)} = \dot{\varepsilon}$ for all grains, a non-linear equation can be solved to get $\sigma^{(r)}$ and, using an appropriate linearisation scheme, the initial values of $\bar{M}^{(r)}$ and $\bar{E}^{0(r)}$ can be obtained, for each SR grain $(r)$. Next, initial guesses for the macroscopic moduli $\bar{M}$ and $\bar{E}^0$ can be obtained as simple averages of the local moduli. With them and the applied strain-rate, the initial guess for the macroscopic stress $\Sigma'$ can be obtained. The Eshelby tensors can be calculated using the macroscopic moduli and the ellipsoidal shape of the SR grains. Subsequently, the interaction tensor (Equation 21), and the localisation tensors (Equation 22), can be calculated as well, and new estimates of the macroscopic moduli can be obtained, by solving iteratively the self-consistent equation (Equation 23). After achieving convergence on the macroscopic moduli (and, consequently, also on the macroscopic stress and the interaction and localisation tensors), a new estimation of the average grain stresses is obtained, using the localisation relation. If the recalculated average grain stresses are different (within certain tolerance) from the input values, a new iteration should be started, until convergence is reached.

**Applications**

We show an application of the ELSC model to the prediction of the effective elastic shear modulus of isotropic two-phase composites made of: phase #1 with shear modulus and Poisson ratio $\mu_1 = 1$ and $\nu_1 = 1/3$, and phase #2 being either a hard phase with $\mu_2 = 100$ and $\nu_2 = 1/3$, or a void phase, i.e. $\mu_2 = 0$. Figure 1, corresponding to the case of equiaxed phase morphologies, shows the shear modulus of the composite as a function of phase #2 content. Together with the ELSC estimate, we show the Voigt, Reuss and Hill (defined as the arithmetic average between the Reuss and Voigt values) predictions. From Figure 1a (phase #2 100 times harder than phase #1) shows the huge spread existing between the bounds, and also the large difference between the SC estimate and the Hill average. Figure 1b (phase #2 void) shows similar results, as well as the “percolation limit”
of the SC theory at 50% volume fraction, at which the presence of a void phase determines a vanishing load-bearing capacity of the aggregate.

Figure 1. Voigt, Reuss, Hill and ELSC predictions of the effective shear modulus as a function of phase #2 content ($x_2$), for isotropic two-phase composites made of phase #1 with shear modulus and Poisson ratio $\mu_1 = 1$ and $\nu_1 = 1/3$, and phase #2 being either: a) a hard phase with $\mu_2 = 100$ and $\nu_2 = 1/3$, and b) a void phase, i.e., $\mu_2 = 0$

Figure 2 exemplifies how the ELSC formulation naturally captures the effect of morphologic anisotropy. The cases shown correspond to the same materials as before, except that the morphology of the phases is represented by oblate spheroids with their short axis 10 times shorter than the long ones aligned with direction $x_3$. It can be seen that: (i) the (isotropic) elastic constants for the homogeneous phase #1 material are $C_{11} = C_{22} = C_{33} = 4$, $C_{12} = C_{13} = C_{23} = 2$ and $C_{44} = C_{55} = C_{66} = 1$, and (ii) the effective response predicted by ELSC (unlike the Voigt, Reuss and Hill predictions) are anisotropic (axisymmetric), e.g., in Figures 2a and 2d (hard and soft phase #2, respectively), note the very different evolution of the directional moduli $C_{11} (= C_{22})$ along the long morphologic directions, with respect to $C_{33}$, giving the response along the short direction.

Texture-induced anisotropy is also captured by the ELSC approach. Figure 3 shows the evolution of the nine independent orthotropic elastic constants for the case plane strain deformation (extension along $x_1$ and shortening along $x_3$) of an initially random austenitic steel polycrystal (single crystal elastic constants: $C_{11} = 204.6$ GPa, $C_{12} = 137.7$ GPa and $C_{44} = 126.2$ GPa) as a function of the true strain along $x_1$ (texture evolution calculated with the affine VPSC approach). It should be noted that the orthotropic symmetry and relative values of the polycrystal elastic constants follow naturally from the texture evolution, e.g., the prediction of $C_{22} > C_{11} > C_{33}$ reflects the strong alignment of the hard <111> crystallographic directions with $x_3$ as texture evolves.
Figure 2. Same as Figure 1, except that the morphology of the phases is represented by oblate spheroids with their short axis ten times shorter that the long ones aligned with direction $x_3$

The advantage of SC schemes to get improved predictions of the mechanical behaviour of viscoplastic polycrystals, becomes evident as the contrast in local properties increases. The prediction of the effective properties of a random FCC polycrystal as the rate-sensitivity of the material changes is a classical benchmark for the different non-linear SC approaches. Figure 4 shows a comparison between average Taylor factor $\langle \mathcal{F} \rangle$ vs. rate-sensitivity $(1/n)$ curves, for a random FCC polycrystal under uniaxial tension [8]. The Taylor factor is calculated as $\frac{\Sigma_{\text{ref}}}{\tau_0}$, where $\tau_0$ is the threshold stress of the \langle{111}\rangle\langle{110}\rangle slip systems, and $\Sigma_{\text{ref}}$ is the macroscopic equivalent stress corresponding to an applied uniaxial strain-rate with a Von Mises equivalent value $\Sigma_{\text{ref}}^{\text{eq}} = 1$. 

Upper row: case of hard phase #2, lower row: case of voided phase #2. a,d) $C_{11}$, $C_{22}$, $C_{33}$, b,e), $C_{12}$, $C_{13}$, $C_{23}$ and c,f) $C_{44}$, $C_{55}$, $C_{66}$. 
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Figure 3. Evolution of the nine independent orthotropic elastic constants for the case of plane strain deformation of an initially random austenitic steel polycrystal, as a function of the true strain along the extension direction $x_1$

The curves in Figure 4 correspond to the Taylor model, the different first-order SC approximations, and the second-order procedure [9]. The solid star indicates the rate-insensitive Sachs lower-bound. The open stars correspond to reference solutions, obtained from ensemble averages of full-field solutions performed on random polycrystals using a Fast Fourier Transform-based method [12,7]. These ensemble averages were calculated over the outcome of “numerical experiments” performed on 100 unit cells generated alike, i.e., by random assignation of orientations to a given array of grains, but which differ at micro level due to the inherent stochastic character of such generation procedure. The averages over a sufficiently large number of configurations should give the effective properties of a polycrystal with random microstructure. From the comparison between the different mean-field and the full-field estimates, it can be observed that: (i) the Taylor approach gives the stiffest response, consistent with the upper-bound character of this model; (ii) all the SC estimates coincide for $n=1$, i.e., the linear SC case; (iii) in the rate-insensitive limit, the secant and tangent models tend to the upper- and lower-bounds, respectively, while the affine and second-order approximations remain intermediate with respect to the bounds; (iv) the best match with the exact solutions corresponds to the second-order approach.
Figure 4. Average Taylor factor for a random FCC polycrystal under uniaxial tension, calculated with the different SC approaches (lines+symbols) and reference values (stars) obtained by means of ensemble averages of full-field solutions [8]

Conclusion and future challenges

We have presented the ELSC and VPSC formulations, and exemplified their use to establish relationships between microstructure and properties of composites and polycrystalline materials. The elastic model is a mature formulation that can be readily applied to fuels and structural materials for nuclear systems to predict effective elastic properties if the single crystal elastic constants, morphology, texture and phase distribution are known. The viscoplastic model can be applied to predict the effective anisotropic plastic response as a function of single crystal plastic properties and morphologic and crystallographic texture. For other inelastic deformation regimes of relevance, like thermal and irradiation creep, the formulation should be modified with pertinent constitutive relations at grain level (Equation 14) that reflect the single crystal response in such regimes. The presented methodology can be applied to predict the effective behaviour of polycrystalline aggregates deformation in such regimes.
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Part III

Principles of Modelling and Simulation Techniques for Nuclear Fuels
The final section of this report covers modelling and computational principles in a number of areas. M. Freyss provides an introduction to Density functional theory (DFT) as it is applied to nuclear fuel materials. Electronic structure calculations enable accurate determination of physical and chemical properties, and provide data for the adjustment of parameters in empirical methods such as MD and kMC. The limitations of DFT in treating strong 5f correlations are one of the main issues for modelling of nuclear fuels. Various methods exist to better accommodate strongly correlated materials and are presented in this section. R. Devanathan, M. Krack and M. Bertolus review Classical molecular dynamics simulation of nuclear fuel as a means of representing damage production by irradiation, defect interactions with fission gas atoms, bubble nucleation, and grain boundary effects. MD simulations can also provide parameters that can be used as inputs for mesoscale models. They note, however, the need for refining interaction potentials and to develop models that can handle off-stoichiometry.

The use of atomic scale modelling techniques has been the subject of a benchmarking activity under the Expert Group on Validation and Benchmarking of Methods now subsumed under the current Expert Group on Multi-Scale Modelling of Fuels. That report is included in this volume and looks at whether these methodologies indeed provide accurate representations of nuclear materials. M. Bertolus, M. Krack, M. Freyss and R. Devanathan have performed an Assessment of current atomic scale modelling methods for the investigation of nuclear fuel under irradiation: Example of uranium dioxide. Interestingly, they conclude that indeed, for UO₂, the techniques can accurately represent properties of the phase and can be seen as powerful tools for investigating many systems.

The evolution of material plastic properties is exclusively modelled by the Dislocation dynamics method. The simulations are based on elastic dislocation theory following rules inherent to the dislocation core structure, often called “local rules.” In this contribution, L. Van Brutzel presents the technique and gives some examples of what can be achieved with using related methodologies, although for fuel materials sufficient basic information on dislocation mobility is still not available.

The Phase field technique is an efficient simulation approach for evolving microstructural evolution due to phase transformations. In describing the methodologies, B. Radhakrishnan, S.B. Gorti, K. Clarno and M.R. Tonks utilise the example of simulating the formation and the stress induced re-orientation of zirconium hydride during dry storage of spent fuel. However, the modelling effort to-date is far from adequate and several issues remain to be addressed before the simulations can be used as a predictive tool for the behaviour of, for example, clad during long term dry storage.

Modelling microstructural evolution under irradiation is exceptionally difficult given the compositional changes, large thermal gradients and radiation field. One of the current approaches uses the Potts kMC model, which is a statistical-mechanical model that populates a lattice with an ensemble of discrete particles to represent and evolve the microstructure. V. Tikare summarises the approach, noting that the particles in the Potts kMC model represent a discrete quantity of material that is much larger than an atom, thus all atomistic information about the material system is aggregated into mesoscale model parameters. In kMC, the particles evolve in a variety of ways to simulate microstructural changes due to short- and long-range diffusive processes.
Rate theory, and the particular case of cluster dynamics, is discussed by S. Maillard, R. Skorek, P. Maugis and M. Dumont as a complementary method to mean field models. It can reveal mechanisms involved in microstructure evolution and gas behaviour that are not accessible through conventional models, but yet can provide for improvements in those models. The derived parameters can be seen as essentially the energetic values governing the basic evolutionary mechanisms in materials such as diffusion, trapping and thermal resolution. It can, for example, represent fission product release and be used to assess migration mechanisms for low solubility gases.

As noted in the first part of the report, the Thermochemical modelling of multi-component systems is fundamental to predicting the formation of phases and species within fuel. The Calphad (Calculation of Phase Diagrams) method was developed to utilise a wide variety of chemical and phase information to generate thermochemical representations that produce phase equilibria and chemical activities. B. Sundman and C. Guéneau describe the Calphad approach, where calculations are based on thermodynamic models of the Gibbs energy for each phase as a function of temperature, pressure and composition.

Peridynamics, a nonlocal extension of continuum mechanics, is a natural framework for capturing constitutive response, and modelling pervasive material failure and fracture. Unlike classical approaches incorporating partial derivatives, the peridynamic governing equations utilise integral expressions that remain valid in the presence of discontinuities such as cracks. While it has promise for modelling fuel mechanical behaviour, D. Littlewood in his discussion of the technique, notes that work remains to be done to integrate it into the multi-physics environment of nuclear fuels.

The structural integrity of fuel depends on its mechanical properties, which can be modelled using finite element calculations to provide an understanding of thermal strains, irradiation induced swelling and other phenomena. The viscoplastic range corresponds to the occurrence of inelastic strain called viscoplastic strain. A viscoplastic model allows one to compute these strains as a function of time, temperature and stress. R. Masson, V. Blanc, J.M. Gatt, J. Julien, R. Largenton and B. Michel review Micromechanical modelling of fuel viscoplastic behaviour including full, mean and transformation field approaches and their application to fuel behaviour.

Finite element modelling (FEM) is a numerical technique for finding approximate solutions to boundary value problems. FEM has been used for reactor fuels modelling for many years. It is now being developed for use in the multi-dimensional MOOSE-BISON-MARMOT suite of fuel performance codes as described by M.R. Tonks, R. Williamson and R. Masson. FEM is widely applied to thermal modelling, and K. Kurosaki provides an Evaluation of thermal conductivity of multi-component and multi-phase nuclear fuels by the finite element method, as an example.

The section continues with a review of the Use of advanced simulations in fuel performance codes to predict fuel rod behaviour and lifetime in a reactor. The codes must take into account a wide variety of phenomena including the coupled effects of heat transfer, the mechanical interaction between the fuel and its surrounding protection, the isotopic evolution caused by irradiation and the chemical interactions between fuel, fission products, cladding and coolant. Yet, the complexity of the problem and the ubiquitous lack of data and fully representative models require simplifying assumptions including a less than three-dimensional rendering. P. Van Uffelen briefly reviews fuel performance
codes noting the computational domains and the issues involved in accurate representation of fuel behaviour, with current approaches to dealing with the limitations.

The report concludes with a description of the Integrated multi-scale modelling and simulation of nuclear fuels approach to how the tools representing the thermomechanical, physical and chemical evolution combine modelling from the atomic scale through the intermediate grain scale up to the pellet/rod scale. Tying together the models described in the report is a discussion on the integration of the models and how they potentially interact by C. Valot, M. Bertolus, L. Malerba, J. Rashid, T. Besmann, R. Masson, S. Phillpot and M. Stan. Information and relevant mechanisms relate the behaviour of fuel at a certain scale to the higher scale, so that models at a higher level can be more physically representative and more accurate. It is important to stress that the multi-scale approach does not only build links between scales, but also across various technical approaches and between basic research and applied technology.
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Density functional theory
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Abstract
This chapter gives an introduction to first-principles electronic structure calculations based on the density functional theory (DFT). Electronic structure calculations have a crucial importance in the multi-scale modelling scheme of materials: not only do they enable one to accurately determine physical and chemical properties of materials, they also provide data for the adjustment of parameters (or potentials) in higher-scale methods such as classical molecular dynamics, kinetic Monte Carlo, cluster dynamics, etc. Most of the properties of a solid depend on the behaviour of its electrons, and in order to model or predict them it is necessary to have an accurate method to compute the electronic structure. DFT is based on quantum theory and does not make use of any adjustable or empirical parameter: the only input data are the atomic number of the constituent atoms and some initial structural information. The complicated many-body problem of interacting electrons is replaced by an equivalent single electron problem, in which each electron is moving in an effective potential. DFT has been successfully applied to the determination of structural or dynamical properties (lattice structure, charge density, magnetisation, phonon spectra, etc.) of a wide variety of solids. Its efficiency was acknowledged by the attribution of the Nobel Prize in Chemistry in 1998 to one of its authors, Walter Kohn. A particular attention is given in this chapter to the ability of DFT to model the physical properties of nuclear materials such as actinide compounds. The specificities of the $5f$ electrons of actinides will be presented, i.e., their more or less high degree of localisation around the nuclei and correlations. The limitations of the DFT to treat the strong $5f$ correlations are one of the main issues for the DFT modelling of nuclear fuels. Various methods that exist to better treat strongly correlated materials will finally be presented.
From the Schrödinger Equation to the one-electron Kohn-Sham Equation

The electronic structure of a material is in principle obtained by solving the Schrödinger Equation $H \Psi = E \Psi$ of the system described by the wave-function $\Psi(r, R)$ of interacting electrons (with positions $r$) and nuclei (with positions $R$). Such a many-body problem can, however, not be solved exactly and one usually assumes that the movement of the electrons can be decoupled from the movement of the nuclei. It is the Born-Oppenheimer approximation, justified by the much greater velocities of the electrons compared to the velocities of the heavier nuclei: electrons respond quasi instantaneously to the movement of the nuclei and one can consider that electrons remain in their ground state during the displacement of the nuclei. As a consequence, the electron wave-function $\Psi(r)$ is determined for fixed positions $R$ of the nuclei and the dependence in $R$ can be omitted. This approximation can be considered valid in most cases and in particular as long as the electron-phonon coupling is not fundamental in the properties studied. The Hamiltonian $H$ of the system therefore becomes that of interacting electrons moving in the external field created by the nuclei.

The many-body character of the electron-electron interactions requires further simplification and the next transformation constitutes the fundament of DFT: the Schrödinger Equation is expressed for an equivalent system of independent electrons characterised by single-electron wave functions $\phi_i(r)$ and whose electron density is the same as the one of the system with interacting electrons. Two theorems by Hohenberg and Kohn [1] show that the single-particle charge density $n(r)$ can be chosen as the fundamental variable for the description of the ground state of a system of interacting electrons. This density $n(r)$ is only a function of the three space coordinates, which simplifies greatly the many-body problem. The two theorems by Hohenberg and Kohn are as follows:

- All physical quantities are a functional of the electron density $n(r)$ of the system, in particular the total energy.
- The physical (or « real ») electron density of a system is the one minimising the total energy functional of the system (variational principle).

The total energy functional is defined as follows:

$$E[n] = -\frac{1}{2} \sum_i \int \phi_i^*(r) \nabla \phi_i(r) d\tau + \frac{1}{2} \int \frac{n(r)n(r')}{|r-r'|} d\tau d\tau' + \int V_{\text{ext}}(r, R) n(r) d\tau + E_{\text{xc}}[n(r)]$$  \(1\)

where the first term corresponds to the kinetic energy of non-interacting electrons. The corrections to this term due to the many-body interaction of the electrons are included in the last term, the exchange-correlation term. The second term corresponds to the electron Coulomb interactions. The Coulomb interactions between electrons and nuclei are included in the external potential term $V_{\text{ext}}(r, R)$.

The electron charge density is determined from the single electron wave functions $\phi_i(r)$ according to the expression:
\[ n(r) = \sum_{i} |\Psi_i(r)|^2 \]  \hspace{1cm} (2)

with \( N \) the number of occupied states for all atoms of the system.

The minimisation of the energy functional relative to the electron density yields an
eigenvalue problem, called the Kohn-Sham Equation [2], which has the form of a single-
particle Schrödinger Equation:

\[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{eff}}(r) \Psi_i(r) = \epsilon_i \Psi_i(r) \]  \hspace{1cm} (3)

The effective potential \( V_{\text{eff}} \) is given by:

\[ V_{\text{eff}}(r) = V_{\text{ex}}(r, R) + \int \frac{n(r')}{|r-r'|} dr' + v_{\text{xc}}(r) \]  \hspace{1cm} (4)

with \( v_{\text{xc}} \) the exchange-correlation potential defined by:

\[ v_{\text{xc}}(r) = \frac{\partial E_{\text{xc}}}{\partial n(r)} \]  \hspace{1cm} (5)

The derivation of the single-particle Kohn-Sham Equation (3) from the many-body
Schrödinger Equation is formally exact. Were all interaction terms in Equation 4 known,
the solution of the problem would be exact. Unfortunately, the exact analytical expression
of the exchange-correlation interaction \( v_{\text{xc}} \) is not known. Various approximations can be
used for this term and they usually determine the accuracy of the calculations. The most
usual approximations are the Local Density Approximation (LDA) and the Generalised
Gradient Approximation (GGA), which are presented below.

The Bloch theorem and the electron basis set

The resolution of the Kohn-Sham Equation (3) can be simplified by taking advantage of
the periodicity of the system. In bulk crystalline systems, the periodicity of the effective
potential is straightforward and can be expressed as the condition \( V_{\text{eff}}(r + T) = V_{\text{eff}}(r) \),
where \( T \) is a translation vector of the crystal lattice. The Bloch theorem then states that all
solutions of the Kohn-Sham Equation can be written in the form of a product of a plane
wave with a function \( u \) that has the periodicity of the crystal: \( \varphi_i(k; r) = u_{i,k}(r) e^{ikr} \). Due
to the periodicity of the crystal, the \( k \) vectors are limited to a primitive cell of the
reciprocal lattice, the first Brillouin Zone. In practice, the Brillouin zone has to be
sampled by a finite number of \( k \)-points, which is usually achieved by the Monkhorst-Pack
scheme [3]. For systems containing point defects or impurities (fission products, helium,
oxygen...), the periodicity of the system is retained by the use of the supercell method.

In order to solve the Kohn-Sham Equation (3), one needs to choose the analytical
form of the electron basis set on which the wave functions will be expanded. The wave
function $\varphi_i$ is a linear combination of the basis functions $\chi$: 

$$\varphi_{nk}(\mathbf{r}) = \sum_j c_{jk} \chi_j(\mathbf{r})$$

where the basis functions $\chi$ fulfill the Bloch theorem.

The various methods based on the DFT differentiate by the choice of the basis functions $\chi$, which usually defines the name of the method. The basis functions can be plane waves (in pseudopotentials methods) [4,5] augmented or orthogonalised plane waves (in the PAW [6], the OPW [7] or the APW [8] methods), augmented spherical waves (ASW) [9], Muffin-Tin orbitals (in the LMTO method) [10], linear combination of atomic (LCAO) or Gaussian (LCGO) orbitals, etc. The Korringa-Kohn-Rostoker (KKR) [11,12] method makes use of the Green’s function of the system instead of the wave function.

For the study of radiation damage in nuclear fuels, which requires large supercells to accommodate point defects or impurities and the relaxation of the atomic positions around the defects, a plane-wave method such as the PAW method is one of the most adapted and accurate. This method is widely used with the code VASP [13] and ABINIT [14].

The Kohn-Sham Equation (3) is solved in a self-consistent manner: an initial charge density (usually calculated by the superposition of atomic densities) is used to derive the various terms of the effective potential (4). The eigenvalue problem is solved for this trial density, and a new electron density is obtained from the eigenvectors according to expression (2). An appropriate mixing of the new and previous densities (or potentials) is used to build the new effective potential in order to solve again the Kohn-Sham Equation. This process is repeated until the results (total energy, charge density, or potential) are converged, i.e., they do not vary anymore (or less than a chosen limit) during the iterative process.

**Approximations for the exchange-correlation interaction**

The Local Density Approximation (LDA) is one of the first and most standard approximation for the exchange-correlation interaction. It assumes that the exchange-correlation energy of the system is equal to the one of a homogeneous electron gas with the density $n(\mathbf{r})$. The exact expression of the exchange-correlation energy of such a homogeneous electron gas is known:

$$E_{xc}[n] = \int n(\mathbf{r}) \epsilon_{xc}^{\text{hom}}[n(\mathbf{r})] d\mathbf{r}$$  \hspace{1cm} (6)

where $\epsilon_{xc}^{\text{hom}}$ is the exchange-correlation energy per electron of a homogeneous electron gas of density $n$. $\epsilon_{xc}^{\text{hom}}$ can be expressed in various analytical parameterised forms, among which one finds those by Hedin-Lundqvist [15], Barth-Hedin [16], Vosko-Wilk-Nusair [17], Ceperley-Alder [18], Perdew-Zunger [19], etc. The LDA approximation is, in principle, adequate for system with a low spatial varying electron density, but it revealed good for a wider variety of materials. It, however, significantly fails in the description of many properties of $d$ and $f$ compounds. Binding energies are in particular overestimated [20].
The Generalised Gradient Approximation (GGA) is a more elaborate approximation of the exchange-correlation interaction, which consists in taking into account the non-uniform character of the electron density by replacing $E_{xc}^{\text{hom}}$ by a semi-local function of the electron density and the magnitude of its gradient:

$$E_{xc}[n] = \int f(n(r), \nabla n(r)) \, dr$$  \hspace{1cm} (7)

where $f$ is an analytical function which can also be parameterised in various ways. The most common ones are the Perdew-Burke-Ernzerhof (PBE) [21] and the Perdew-Wang [22] parametrisations. For most materials, GGA improves the LDA overbinding. However, both GGA and LDA approximations are known to underestimate the band gap of semiconductors by about 30 to 80% and to inaccurately describe the band structure of strongly correlated materials. In the case of UO$_2$, which is a Mott insulator, LDA and GGA predict a metallic behaviour. The failure of standard DFT (LDA and GGA) is generally attributed to the use of a local potential to treat exchange or to the inadequate treatment of the many-body electron correlations.

**Beyond DFT to treat the strong correlations of the 5f electrons in actinide compounds**

Most nuclear fuels consist of actinide oxides, which are strongly correlated materials. In UO$_2$, the 5f electrons of the uranium atoms are strongly localised in space around the nuclei. The standard DFT does not accurately reproduce the thus induced strong correlations of the 5f electrons. This flaw is revealed by the metallic behaviour of the actinide oxides obtained by DFT, whereas these materials are insulators. Several methods exist to better treat the correlations of 5f electrons: the self-interaction correction (SIC) method, the DFT+U method, hybrid functionals, the DFT+DMFT method:

a. The self-interaction correction (SIC) [23,24]: The unphysical electron self-interaction in DFT is explicitly subtracted from the DFT energy, orbital by orbital, for all the occupied orbitals, namely: $E_{\text{SIC}} = E_{\text{DFT}} - \sum_{\alpha} \delta_{\alpha}^{\text{SIC}}$. Since for the itinerant (delocalised) electrons the self-interaction vanishes, the above sum runs only over localised orbitals ($\alpha$). The SIC method thus enables one to select the number of electrons that are considered localised or itinerant. In this approach, the localised and itinerant orbitals are treated on an equal footing, the global energy minimum of the system with different localised/itinerant configurations gives the ground-state valence state of the correlated atoms. The SIC method has been applied to bulk properties of actinide metals [25], oxides [26], carbides and nitrides [27].

b. The DFT+U method [28]: An on-site Hubbard like Coulomb interaction term $U$ is added as a correction to the DFT Hamiltonian to increase the Coulomb repulsion between the localised electrons and better account for their enhanced correlations. The corrective term is only applied for the correlated orbitals ($d$ or $f$) and the total energy functional takes the following form:

$$E_{\text{DFT+U}}[n(r)] = E_{\text{DFT}}[n(r)] + E_U[n_m^{\uparrow,\downarrow}] - E_{dc}[n_0^{\uparrow,\downarrow}]$$  \hspace{1cm} (8)
where \( E_{\text{DFT}} \) is the DFT (LDA or GGA) energy term as in Equation 1, \( n(r) \) the electron density and \( n_{m}^{\sigma} \) the atomic-orbital occupations with spin \( \sigma \) for the correlated atom \( I \). \( E_{\text{U}} \) takes the following form:

\[
E_{n}[n(r)] = \frac{1}{2} \sum_{\langle n \rangle_{I}, \sigma} \left[ \langle m, m' | \Psi_{\sigma} | m', m' \rangle n_{m}^{\sigma} n_{m'}^{\sigma} + \langle \langle m, m' | \Psi_{\sigma} | m', m' \rangle - \langle m, m' | \Psi_{\sigma} | m', m' \rangle \rangle \right] n_{m}^{\sigma} n_{m'}^{\sigma} \]

and it can be expressed as a function of the screened on-site Coulomb and exchange parameters \( U \) and \( J \):

\[
U = \frac{1}{(2l+1)^{2}} \sum_{m, m'} \langle m, m' | \Psi_{\sigma} | m, m' \rangle \quad \text{and} \quad J = \frac{1}{2(2l+1)^{2}} \sum_{m, m'} \langle m, m' | \Psi_{\sigma} | m, m' \rangle
\]

\( E_{\text{dc}} \) is the “double counting term”, i.e., a mean-field evaluation of the Hubbard term removing the same amount of Coulomb repulsion from the DFT part of the Hamiltonian. \( E_{\text{dc}} \) can be assessed using the Around Mean Field (AMF) scheme [29] or the Fully-Localised Limit (FLL) scheme which is better adapted for strongly correlated materials [30].

There exist two formulations of the DFT+U approach. In Dudarev’s approach [31], only the difference \( (U-J) \) comes into play in the energy functional whereas in Liechtenstein’s formulation [32] both \( U \) and \( J \) parameters separately come into play. Thus either the value of the difference \( (U-J) \) or both \( U \) and \( J \) parameters have to be chosen. This choice can be based on an adjustment on the material properties or on an analysis of experimental spectroscopic data. Such an approach requiring parameter adjustment can thus be seen as a phenomenological many-body corrections. There, however, exist methods based on a linear response approach [33] or on the Random-Phase Approximation (RPA) [34] to calculate the interaction parameters \( U \) and \( J \) entering the DFT+U functional from first-principles.

In the case of UO\(_2\), the values of the parameters \( U \) and \( J \) widely used in the literature were deduced from photoemission spectra [35] and do not need further adjustment. Their use in DFT+U simulations gives very good bulk properties for UO\(_2\) [36-38]: lattice parameter, elastic constants, cohesive energy, energy gap, non-collinear antiferromagnetic order, Jahn-Teller distortion. Even point defect properties, such as oxygen activation energy of diffusion, are well described [39,40].

c. Hybrid Functionals [41]: Hybrid functionals combine a part of the Hartree-Fock (HF) exact exchange with LDA or GGA exchange-correlation functionals. For instance, the PBE0 hybrid functional [42] yields the following expression for the total energy of the system: \( E_{\text{XC}} = E_{\text{XC}}^{\text{PBE}} + \frac{1}{4} \left[ E_{\text{HF}} - E_{\text{PBE}} \right] \), where \( PBE \) refers to the Perdew-Burke-Ernzerhof GGA exchange-correlation functional. Another example of hybrid functional is the HSE06 one, in which the exchange energy term is split into short- range and long-range components and the HF long range is neglected but compensated by the PBE long range [43]. A comparison of those functionals with the standard LDA and GGA functionals for UO\(_2\), PuO\(_2\) and \( \beta \)-Pu\(_2\)O\(_3\) is given in [44].

The results yielded by hybrid functionals are comparable or better than DFT+U calculations with the advantage of having no system-dependent parameters \( U \) and \( J \).
¼ ration is considered as adequate for most, if not all, materials. Hybrid functional calculations are computationally much more demanding than DFT+U calculations and are not achievable yet for large systems containing point defects or impurities. Recently, however, P. Novák et al. [45] proposed the Exact Exchange for Correlated Electrons method (EECE) in which the exact exchange functional is only applied to a restricted subspace formed by the correlated electrons. This method is therefore much faster and was applied to the study of actinide oxides [46] and charged defects in UO₂ [47].

It should finally be emphasised that the localisation of the correlated electrons yielded by the above-described methods induces the existence of local energy minima (or metastable states) towards which the calculation can converge, missing thus the ground state of the system. This issue was evidenced in 4f [48] and 5f systems [46,49,50,51]. For the study of radiation damage in UO₂ using DFT+U, several solutions have been proposed [35,52,53] to avoid such local energy minima.

d. Combination of DFT with Dynamical Mean Field Theory (DFT+DMFT) [54,55]: This method is an extension of the DFT+U method and goes beyond the static mean field approximation. The local correlations are described exactly for each single atom, the effect of the other atoms being gathered in an effective field. The resolution of the problem is based on its mapping onto a single-impurity Anderson model using a Quantum Monte Carlo solver [56] or the Hubbard I approximation [57]. The DFT+DMFT method requires choosing a Hubbard-type U term in the same way as in the DFT+U method (by constrained U-calculations or adjustments to experiments). Besides being able to correctly describe Mott insulators, the DFT+DMFT method is the only method up to now that is able to describe strongly correlated paramagnetic metals. This method is very time-consuming, making the study of radiation damage hardly possible. Only point defects in very small supercells containing few tens of atoms can currently be considered.

Relativistic effects: Spin-orbit coupling

In order to accurately describe the electronic structure of compounds containing heavy elements, relativistic effects must be taken into account. Usually only the Darwin and the mass-velocity relativistic corrections are taken into account, corresponding to the scalar relativistic approximation. In the fully relativistic description of the system, the Kohn-Sham Equation should be replaced by its relativistic analogue, the Dirac Equation, in which the spin-orbit coupling is also taken into account. The spin-orbit coupling has a significant influence on the electronic structure of actinide compounds (it accounts in particular for the 5f₁/₂ and 5f₇/₂ splitting of the actinide 5f states) but its effect on the modelling of radiation damage in fuels (formation or migration energies of point defects…) has not been assessed so far due to the increased computational cost.

DFT and Van der Waals interactions

Another limitation of the local and semi-local LDA and GGA approximations of the DFT is that they cannot describe long-range van der Waals interactions (or dispersive interactions). This is a significant flaw for the modelling of nuclear fuels in which rare gas fission products (xenon, krypton) and helium are abundant and tend to aggregate into clusters or bubbles. Such clusters will not be correctly described by these approximations
(energetically and structurally) since the dispersive bonding between rare gas atoms is non-local. The question also arises not only for bonds between rare gas atoms but also for the bonds between a rare gas atom and the host crystal. Improvement of the DFT to describe dispersive bonds is an active field of research. Non-local correlation functionals such as the vdW-DF [58] or the VV09 functionals [59] have been developed recently and have shown success on a wide range of materials. Another way to treat dispersive bonds is by introducing an empirical pair-potential correction to the total energy, as developed in the DFT-D method [60] or the vdW-MLWF method (Maximally Localised Wannier Function) [61] or the DFT-ulg (universal low gradient) approach [62].

Finite temperature effects

DFT is formulated for zero K calculations, i.e., without lattice vibrations. Finite temperature effects can be modelled either by ab initio molecular dynamics, in which the forces acting on each atom of the system are calculated from first-principles calculations and the temperature is controlled by a thermostat rescaling the atom velocities, or by the calculation of the phonon spectrum of the material (see Chapter 8). The phonon spectrum can be calculated from the forces that arise due to small displacements of selected atoms from their equilibrium positions in the supercell (frozen phonons in the harmonic approximation) [63] or by the linear response theory (density-functional perturbation theory - DFPT) in which the linear-order variation of the electronic charge density can be calculated using the unperturbed wave-functions [64]. From the phonon spectrum, the vibrational free energy can be obtained, and the link can then be made between first-principles calculations and thermodynamic calculations (using CALPHAD for instance), as already widely done for metallic alloys [65]. Phase diagrams, formation energies of compounds, free energy, heat capacity $C_v$, thermal expansion, etc. can be predicted and can complete thermodynamic database. For actinide compounds, first-principles thermodynamic calculations, using ab initio molecular dynamics or phonon spectra calculations, are only an emerging field due to the difficulties to accurately describe the electronic structure of actinide compounds and to the great computational resources required.

Conclusion and future challenges

DFT-based studies of nuclear fuels have much progressed in the last 15 years, in terms of the complexity of the phenomena which can be treated, and in terms of the approximations which have become available for a more accurate description of the electronic structure of actinide compounds. The importance of DFT calculations in the multiscale modelling scheme of fuel materials is now widely recognised.

It is, however, still a challenge for future studies of radiation damage in nuclear fuels to develop and use first-principles methods beyond the local and semi-local approximations for the exchange-correlation interaction, in particular without a parameterised term to account for the strong correlations. The use of the DFT+DMFT method coupled to the Random Phase Approximation (RPA) [66] is promising to this respect.
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Abstract

Molecular dynamics simulation using forces calculated from empirical potentials, commonly called classical molecular dynamics, is well suited to study primary damage production by irradiation, defect interactions with fission gas atoms, gas bubble nucleation, grain boundary effects on defect and gas bubble evolution in nuclear fuel, and the resulting changes in thermomechanical properties. This enables one to obtain insights into fundamental mechanisms governing the behaviour of nuclear fuel, as well as parameters that can be used as inputs for mesoscale models. The interaction potentials used for the force calculations are generated by fitting properties of interest to experimental data and electronic structure calculations (see Chapter 12). We present here the different types of potentials currently available for UO\textsubscript{2} and illustrations of applications to the description of the behaviour of this material under irradiation. The results obtained from the present generation of potentials for UO\textsubscript{2} are qualitatively similar, but quantitatively different. There is a need to refine these existing potentials to provide a better representation of the performance of polycrystalline fuel under a variety of operating conditions, develop models that are equipped to handle deviations from stoichiometry, and validate the models and assumptions used.

Introduction

Classical molecular dynamics (CMD) simulation of nuclear fuel occupies an important niche between more accurate but computationally intensive density functional theory (DFT) studies that are restricted to a few hundred atoms and coarse grained mesoscale models that have to be extensively parameterised [9]. In the study of nuclear fuel, CMD can shed light on the primary damage state produced by energetic recoils and thermal spikes in single and polycrystalline materials; point defect accumulation, clustering, and interaction with grain boundaries and impurities [23], fission gas bubble formation and
resolution [20]; and changes in the thermal conductivity and mechanical properties under prolonged irradiation [24].

At the core of the CMD method is the interatomic potential, also known as the force field. It is a mathematical function that describes the interaction energy between the atoms/ions in the simulation and is parameterised based on available data from experiment and DFT. At present, CMD simulations can be used to study systems of ~10 million atoms for 1 ns or smaller systems for 1 µs. This report will focus on UO₂, because most of the simulation studies to date have examined UO₂. These simulations of point defect clusters, fission products and gas bubbles in polycrystalline nuclear fuel can be used to establish defect and gas bubble distributions and thermodynamic parameters as input for mesoscopic simulations capable of approaching longer time and length scales. Thus, CMD simulations have a crucial role to play in studies of fission gas bubble evolution, and changes in microstructure and thermomechanical behaviour of irradiated fuel.

**Empirical potentials**

The use of empirical potentials to model nuclear fuel was initiated more than half a century ago [4]. The potential energy of a system of \( n \) atoms with coordinates \( r_1, r_2, \ldots, r_n \) can be written in terms of one-, two-, and many-body terms as:

\[
V(r) = \sum_{i}^{n} V_1(r_i) + \sum_{i}^{n} \sum_{j>i}^{n} V_2(r_i, r_j) + \sum_{i}^{n} \sum_{j>i}^{n} \sum_{k>j>i}^{n} V_3(r_i, r_j, r_k) + \ldots
\]

Four-body and higher terms make a smaller contribution to \( V(r) \) but become more computationally expensive. Even an explicit evaluation of three-body terms is often avoided, which is a common approximation performed for ceramic materials with a dominantly ionic character like UO₂. This reduces the computational effort significantly. For materials, however, which exhibit a pronounced covalent bonding character like silicon carbide (SiC), an explicit inclusion of three-body terms is required. However, an implicit inclusion of average three-body (and even higher) effects is often performed via an effective pair potential as follows. This is the case for most UO₂ empirical potentials.

\[
V(r) \approx \sum_{i}^{n} V_1(r_i) + \sum_{i}^{n} \sum_{j>i}^{n} V_2^{\text{eff}}(r_{ij}) \quad \text{with} \quad r_{ij} = |r_i - r_j|
\]

The effective potential \( V_2^{\text{eff}}(r_{ij}) \) can be decomposed into long-range Coulombic interaction of the ionic particles and a short-range part.

\[
V_2^{\text{eff}}(r_{ij}) = V_{LR}(r_{ij}) + V_{SR}(r_{ij})
\]
The long-range term, \( V_{LR}(r_{ij}) \), between charges \( q_i \) and \( q_j \) separated by distance \( r_{ij} \) is given in atomic units by:

\[
V_{LR}(r_{ij}) = \frac{q_i q_j}{r_{ij}}. \tag{4}
\]

Fission gas atoms are considered neutral (\( q_i = 0 \)) and their interactions with each other and with U and O typically include only short-range repulsion and dispersion interactions \([12]\). The short-range part can be written as a sum of three terms as follows:

\[
V_{SR}(r_{ij}) = A_{ij} e^{-B_{ij}r_{ij}} - \frac{C_{ij}}{r_{ij}^6} + D_{ij} \left[ e^{-2\beta_{ij}(r_{ij}-r_{ij}^0)} - 2e^{-\beta_{ij}(r_{ij}-r_{ij}^0)} \right]. \tag{5}
\]

The first term represents Pauli repulsion, the second dispersion, and the third covalency. An additional repulsive potential term for short interatomic distances is used in collision cascade simulations for technical reasons due to the potentially high kinetic energy of some atoms, e.g., the potential, \( V_{ZBL}(x) \), of Ziegler, Biersack, and Littmark \([28]\).

If \( Z_i \) and \( Z_j \) are the atomic numbers of two atoms and \( a_0 \) is the Bohr radius, then the repulsive potential fitted to an universal screening function can be expressed as:

\[
V_{ZBL}(x) = 0.1818e^{-3.2x} + 0.5099e^{-0.9423x} + 0.2802e^{-0.4029x} + 0.02817e^{-0.2016x}
+ 0.8854a_0 \tag{6}
\]

with \( x = \frac{r_{ij}(Z_i^{0.23} + Z_j^{0.23})}{0.8854a_0} \). \tag{7}

Interatomic potentials available for UO\(_2\) can be broadly classified \([13]\) as rigid-ion models or core-shell models. The former treat ions as point charges, while the latter include ionic polarisability by considering ions as cores connected to charged shells \([10]\).

In the latter formalism, each ion is represented by two particles of opposite charge, namely a core and a shell particle which are linked by a (typically harmonic) spring. The core particle is a massive point, which is much heavier than the shell particle as it represents the nucleus and its inner (filled) electron shells, whereas the shell particle represents the valence electrons. Consequently, the lighter shell particle moves much faster than the core particle and thus it mimics the motion of the outer valence electrons. In this way, the shell particle responds quickly to changes in the electric field acting on the ion and due to the opposite charges of core and shell particles a dipole is created which can describe the polarisation of the electron cloud by the external electric field. Due to the split of each ion into two particles, four interactions instead of one interaction per atom pair have to be evaluated, as shown in Figure 1. However, the short-range interatomic potential acts only between the shell particles to reduce the computational effort for the non-bonded interactions. The electrostatic interaction between a core and its own shell is explicitly excluded.
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There are two variants of the core-shell model. The original core-shell model of Dick and Overhauser [10] employs massless shells. The shells follow instantaneously their respective cores. This requires a tight optimisation of the shells to their zero-force positions for each atomic configuration, e.g., in each time step of a molecular dynamics (MD) run. A significant computational overhead is introduced due to the iterative optimisation of the shell positions. Unfortunately, small energy drifts are observed even for tight optimisation settings due to small residual forces. In the adiabatic (dynamical) core-shell model, the shells are treated as particles with very small mass compared to the mass of the corresponding core particle. The sum of core and shell mass is given by the actual atomic mass. The shells are treated as fictitious dynamical variables in the spirit of the Car-Parrinello method and explicit dynamics is also imposed for the shell particles. Core and shell particles are propagated concurrently in each MD time step. However, the MD time step is limited by the core-shell motion. This requires smaller MD time steps compared to rigid-ion models to ensure the adiabaticity. On the other hand, an explicit thermostat for the shell particles can be applied which allows for CMD runs at higher target temperatures.

The shell-core interaction can become unstable in simulations of energetic processes [6]. A polarisation catastrophe can occur [5] when dynamic processes drive two ions to approach each other closely. At short separations, the strong Coulomb attraction between the core of one ion and the shell with opposite charge of a nearby ion can cause a structural collapse. This possibility limits core-shell potentials to low-temperature simulations and restricts the simulation of displacement cascades and thermal spikes.

Rigid-ion potentials are less computationally intensive than core-shell models and offer greater stability for dynamic simulations. In these models, the ions can be assigned formal charges (+4 for U and -2 for O) or partial charges based on the best fit to experimental data. The shell models give a better representation of the equilibrium properties including the elastic constants in static calculations [13]. However, rigid-ion potentials with non-formal charges have been shown to provide the best fit to the melting temperature and the change in lattice parameter and mechanical properties with changing temperature [14].
Since the use of shell model potentials in MD simulations of highly energetic nonequilibrium processes is limited, the rest of this discussion will focus on rigid-ion potentials. The form of the U-O interaction for five rigid-ion potentials is shown in Figure 2(a). Potentials have also been developed for mixed oxide fuel [26], hypostoichiometric (U,Pu)O2-2x solid solutions, and hyperstoichiometric UO2+x fuel [27]. A shortcoming of many of these potentials is that the dispersion term results in an unrealistic attractive interaction for small values of \( r_{ij} \), typically less than 1 Å. This is remedied in an \textit{ad hoc} fashion by splining \( V_{ij} \) to a repulsive potential, such as the Ziegler-Biersack-Litmark potential [28] for \( r_{ij} < 1 \) Å as discussed previously. In an effort to overcome the ambiguity created by the choice of the functional form and range of operation of the spline, interaction potentials valid for all values of \( r_{ij} \) have been developed for (U,Pu,Np)O2 by fitting to a database of energies of different structures calculated using DFT [22]. The potentials reproduce the experimental results for the variation of lattice constants and enthalpy with temperature from 300 to 1500 K.

Molecular statics calculations of defect energies [5] have shown large variations in the calculated values depending on the choice of potential. The Schottky defect formation energy varies from 2.5 to 8.2 eV, while the corresponding value from DFT with the Hubbard U correction (DFT+U) is 4.6-6.4 eV and the experimental value is about 6.5 eV [5]. The oxygen vacancy migration energy was found to be in the range of 0.0-0.6 eV as opposed to DFT+U value of 0.7 eV [5]. Dynamic simulations of the pre-melting transition [11], melting and defect creation by 1 keV recoils in UO2 using five different rigid-ion potentials [16,3,19,1,25] have also revealed significant differences in the size, spatial distribution and clustering of defects [8]. Figure 2(b) shows that the Lewis potential produces fewer vacancies and small clusters while the Morelon potential produces nearly three times as many vacancies and much larger vacancy clusters. Since potentials are not fitted to properties that affect thermal conductivity, many existing potentials reproduce the experimental value of the thermal conductivity of UO2 poorly [7]. There is no potential for UO2 that is uniformly superior, and the choice of potential is based on the reproduction of experimental or DFT data for the property of interest, such as melting temperature, oxygen vacancy migration energy, coefficient of thermal expansion, or thermal conductivity.

Figure 2. (a) U-O interaction energy for five rigid-ion potentials, (b) the average number of vacancies in clusters containing one to eight vacancies produced by 1 keV U recoils in UO2 for these potentials
Calculation of thermal properties

Classical molecular dynamics enables the calculation of the heat capacity and thermal conductivity. A detailed review of the results obtained for the thermal properties is given in [5]. The value of heat capacity at constant pressure calculated by CMD simulation of UO$_2$ shows good agreement with experimental results, while there is some discrepancy between CMD simulation and experiment for PuO$_2$ [1].

The calculation of thermal conductivity ($\kappa$) in MD simulations can be accomplished by equilibrium molecular dynamics (EMD) using the Green-Kubo relationship based on the fluctuation dissipation theorem [27] or by non-equilibrium molecular dynamics (NEMD. CMD simulations tend to overestimate the thermal conductivity of UO$_2$ and PuO$_2$ at room temperature), but the agreement with experimental data is improved in the temperature range 800 to 2 000 K [1,15]. EMD simulations of UO$_{2+x}$ show that $\kappa$ decreases with increasing temperature in the range of temperature from 900 to 2 000 K and oxygen parameter $x$ ranging from 0 to 0.09 [27]. The change in $\kappa$ with $x$ was attributed to scattering by excess oxygen ions, while the temperature dependence for $x = 0$ was attributed to the anharmonic Umklapp process. In real nuclear fuel, the thermal conductivity will also be influenced by voids, bubbles, grain boundaries and extended defects, which have been mostly neglected in simulations to date. A recent NEMD simulation has made a start in this direction by considering polycrystalline, albeit pure, UO$_2$ [24].

Simulation of radiation damage

Simulations of radiation damage in UO$_2$ have been recently reviewed [9]. CMD simulations of primary damage in pure monocrystalline UO$_2$ induced by recoils with energy from 1 to 80 keV reveal that there is no amorphisation [17,9]. The damage consists mainly of point defects and defect clusters. The effect of temperature on damage in the temperature range from 300 to 700 K was found to be minimal. Due to the high mobility of oxygen vacancies, oxygen defect annihilation is effective and residual oxygen defects combine with uranium defects that are immobile on the picoseconds time scale to form neutral clusters. Vacancy clusters were found to be larger on the average than the interstitial clusters, and the size of the largest defect clusters was found to increase linearly with the number of 10 keV overlapped recoils (or their dimension was found to increase following the number of recoils with a power law with an exponent of 1/3) [17]). The observed characteristics of defect clusters may be specific to the potential used in this work. CMD studies of 1 keV displacement cascades in UO$_2$ with five different potentials have shown drastically different vacancy and interstitial distributions [8]. It has been observed that the damaged region lies within a volume that varies with recoil energy according to a power law with exponent of 3/2, and this has been attributed to the multifractal nature of the damage zone [18]. Studies of displacement damage by 0.4 to 10 keV recoils in pure monocrystalline UO$_2$ using two different potentials show that the damage becomes more isotropic with increasing energy [6]. Simulations of 10 keV recoils directed perpendicular to the interface in UO$_2$ bicrystals show that the nature of the interface plays an important role in displacement damage evolution [23]. More defects were found in the grain interior than were observed in UO$_2$ monocrystals under the same conditions. Vacancies appear to be preferentially created in the grain interior while interstitials prefer the grain boundaries [23]. The grain boundaries become more disordered due to point defect accumulation [9].
Swift heavy ion damage in nuclear fuel can be simulated using a simple thermal spike model that represents the deposition of electronic energy in the material by a cylinder of radius of 3 to 6 nm within which all the atoms are given excess kinetic energy corresponding to a certain value of electronic stopping \((dE/dx)\). Simulation of spikes with \(dE/dx\) between 4 and 66 keV/nm [9] reveals the primary damage state to be isotropic as reported based on displacement cascade simulations [6]. The threshold value of \(dE/dx\) to create point defects appears to be between 4 and 16 keV/nm. For \(dE/dx\) value of 66 keV/nm, stable dislocation loops are produced. However, these simulations do not take into account electron-phonon coupling.

**Modelling fission gas bubbles**

The restructuring of nuclear fuel has been related to gas bubble formation. Fission gas atoms (Xe and Kr) are insoluble in UO\(_2\) and give rise to lattice strain. CMD simulations of Xe clustering in UO\(_2\) show that the bubble geometry is favoured, and planar clusters are possible. In these clusters, Xe exists in a liquid state. When the Xe is released, a planar loop is left behind [12]. This has been attributed to the mechanical stability of solid UO\(_2\). Recently, CMD simulation has been used to study the formation of Xe clusters from isolated Xe atoms in polycrystalline UO\(_2\) containing a supersaturation of Schottky defects, which served to enhance Xe mobility over the CMD time scale [20]. The simulation cell was made of uniform columnar grains with a grain diameter of 20 nm and it was maintained at 2500 K for several nanoseconds. The elevated temperature was needed to ensure defect mobility in this short timescale. The Xe atoms agglomerated into clusters with the largest cluster containing 8 Xe atoms. There was no appreciable difference in cluster distribution between the grain interior and bulk, as shown in Figure 3, and grain boundary motion was not a factor in Xe aggregation at this early stage of bubble nucleation [20]. Recently, CMD simulations have identified a thermodynamic driving force for Xe bubble nucleation arising from the decrease in free energy of Xe in bubbles compared to Xe incorporated at point defects [21]. The variation of free energy of Xe in small bubbles (0.6 nm in radius) with Xe density was found to be different from that in pure Xe. Such simulations provide insights into transient processes over short length scales that are not easily accessed by experiment. Much work remains to be done in modelling fission gas evolution in polycrystalline UO\(_2\). In order to extend these studies to realistic grain sizes (tens of \(\mu\)m) and timescales (second), there is a need to connect with mesoscale models through parameter passing.

**Validation of molecular dynamics simulations**

The use of empirical potential-based simulations to shed light on physical processes in complex driven systems requires a thorough understanding of the approximations inherent in the models and the limitations of the methods employed. A potential that will satisfactorily reproduce all the relevant properties of irradiated nuclear fuel appears, however, to be out of reach at present, and one has to judiciously choose a potential that is tailored to a subset of properties of interest for the simulation. It is, in addition, essential to establish the validity of the simulation by comparing to experimental data or results of more accurate calculations, e.g., DFT, for the property of interest [5]. Experimental data from neutron and X-ray diffraction, spectroscopy, and microscopy are often not readily available for making direct comparisons. Uncertainties in measurement
need to be understood while validating simulation data. If the relevant experimental dataset is not available, more accurate calculations on representative model systems and DFT (or DFT+U) data from the literature can be used to validate CMD simulations. By the same logic, CMD simulations can be used to validate coarser grained simulations and continuum models. Ultimately, the comparison between calculated and experimental results on the behaviour of defects and fission products in nuclear fuel is challenging due to the need for a detailed knowledge of the experimental conditions and may involve the use of additional models. Such comparisons are quite useful in the interpretation of experimental results and determination of elementary mechanisms [5].

**Figure 3. Distribution of Xe bubble nuclei and voids in polycrystalline UO₂ from CMD simulation [20]**

![Figure 3](image)

Xe, U, and O are represented in blue, green and red, respectively.

**Conclusions and future challenges**

Molecular dynamics simulation using empirical potentials is an invaluable method for simulating energetic recoil and swift heavy ion damage, fission gas bubble evolution, and changes in thermomechanical properties in polycrystalline nuclear fuel. Mixed oxide fuel and deviations from stoichiometry can be simulated with existing potentials. However, there is a need to improve interatomic potentials by considering more complex functional forms and fitting to data from electronic structure calculations and experiments to predict properties relevant to nuclear fuel performance, such as thermal conductivity. There is also a need to improve our understanding of fission product diffusion, fission gas bubble nucleation, growth, re-solution, microstructural response and evolution of thermomechanical properties. One needs to understand the underlying assumptions and limitations of the model used and validate the results using experimental data or more accurate calculations for model systems. Molecular dynamics simulations can serve as a bridge between density functional theory and continuum models. With constant improvement in computational power and algorithms for linking models, the prospect of realistic modelling of nuclear fuel starting at the atomistic level is growing brighter.
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Introduction

Why do we need to validate atomic scale methods for the description of structural materials and nuclear fuel?

Multi-scale approaches are developed to build more physically based kinetic and mechanical mesoscale models to enhance the predictive capability of fuel performance codes and increase the efficiency of the development of the safer and more innovative nuclear materials needed in the future. Atomic scale methods, in particular electronic structure calculations and empirical potential-based models, form the basis of this multi-scale approach. It is therefore essential to know the accuracy of the results computed at this scale if we want to feed them into higher scale models.

Atomic scale calculations have been used extensively on molecular and solid systems for the last thirty years. Electronic structure calculation methods, and in particular those based on Density Functional Theory (DFT), are powerful tools which yield precise and predictive results for a large number of solid and molecular systems [1-5]. Empirical potential-based methods, especially those associated with the use of molecular dynamics simulations, are effective to investigate thermodynamic and out-of-equilibrium properties at finite temperature [6,7,8]. Numerous assessments of these methods have been performed over the years.

The application to nuclear materials under irradiation and especially to fuels, however, is more delicate and calls for bespoke developments. On the one hand, actinide compounds are systems with strongly correlated electrons. This strong correlation, which is due partly to the localisation of the electrons near the nuclei, is difficult to model using standard electronic structure methods and empirical potentials, especially in solids. Newer and more expensive approximations must be used but their applications are limited by
their infrequent implementation in available codes, the efficiency of these codes and the current computational power at our disposal. On the other hand, irradiation induces complex phenomena in materials, in particular the creation of defects and fission products. The study of such complex systems, for which a large number of atoms should be considered, is again limited by the efficiency of the codes used and the available computational resources.

A specific assessment of the atomic scale methods for the description of nuclear fuel under irradiation is therefore necessary.

**What do we need to validate?**

We need to assess the validity of the main approximations used in atomic scale modelling methods for the description of nuclear materials under irradiation. In particular, three aspects need to be investigated:

- the quality of the description of interatomic interactions using electronic structure or empirical potential methods;
- the validity of the methods used to calculate properties of interest, for instance to simulate radiation damage;
- the effectiveness of the methods employed for the configuration space exploration, which yield the equilibrium structures and the energies of perfect and defective materials, as well as the migration paths between the various stable configurations.

**Reference data for the validation**

An important question is which reference data should be used for the assessment of the atomic scale methods.

As seen in the chapters on density functional theory and empirical potentials, atomic scale methods yield equilibrium structures, cohesive energy, defect formation energies, incorporation energies for impurity atoms, migration energies through elementary or more complex processes, thermodynamic and elastic properties. Electronic structure methods also provide information on the electronic and magnetic properties. It is especially important to assess the accuracy of the energies obtained using the atomic scale methods, since these are the main data passed on to higher scale models.

The most obvious choice of reference data seems to be experimental data and an important part of the validation is done by comparing the results of the atomic scale modelling methods with experimental results. Precise experimental results from X-ray diffraction, neutron scattering or absorption, transmission electron microscopy, positron annihilation or Raman spectroscopy, calorimetry or secondary ions mass spectrometry, combined with ion or in-pile irradiations can be used.

But what happens if experimental results are lacking, if these results are uncertain (because of difficulty in obtaining them), if they are derived using several assumptions or models that may be inaccurate, if the comparison between model and experimental results can only be made through models and/or assumptions that may also be inaccurate, or, finally, if simply no technique exists that allows the property of interest to be measured? To design new and more precise experiments to get better data is a possible solution, but
it is not always applicable, either because of cost reasons or because increasing the precision would require advances in specific experimental techniques that may occur over years. Properties to measure which no technique exists may be deduced indirectly, but this generally occurs via the application of a model in which the sought property is an unknown parameter or variable while other parameters or variables are measurable: this implies \textit{a priori} believing in the full validity of the model. An alternative is to validate against more precise calculations, which serve as reference. One of the advantages of this validation method is that specific approximations can be assessed while everything else remains equal. Often, however, reference calculations are not feasible on the systems of interest, especially complex solids. The comparison must then be done on simpler systems related to the systems of interest and the results must be extrapolated. A necessary condition for this type of validation is that a reference method must exist for the study of the specific properties investigated, even if it can only be used on model systems. This type of validation is very often used nowadays on molecular systems. However, these considerations should suffice to show that the validation of atomic level models is far from easy and no universal standard method can be identified.

\textit{Objective of the chapter}

We focus here on the assessment of the description of interatomic interactions in uranium dioxide using, on the one hand, electronic structure methods, in particular in the Density Functional Theory (DFT) framework, and on the other hand, empirical potential methods. These two types of methods are complementary, the former enabling results to be obtained from a minimal amount of input data and further insight into the electronic and magnetic properties to be achieved, while the latter are irreplaceable for studies where a large number of atoms need to be considered.

We consider basic properties as well as specific ones, which are important for the description of nuclear fuel under irradiation. These are especially energies, which are the main data passed on to higher scale models. For this exercise, we limit ourselves to uranium dioxide ($\text{UO}_2$) because of the extensive amount of studies available on this system.

\textit{Assessment of electronic structure calculations for the description of uranium dioxide under irradiation}

The DFT method with Hubbard U correction (DFT+U) has been used for several years now and is considered the most suitable one for $\text{UO}_2$ and other systems involving actinides. Therefore we assess this method, instead of standard DFT.

The present assessment is based:

- on the one hand, on three extensive reviews of the application of the DFT+U method (and DFT to a smaller extent) on bulk and defect properties of actinide compounds, especially $\text{UO}_2$, which were published recently;
  - the assessment of various functionals (DFT, DFT+U) for the description of electronic structure and bulk properties of $\text{UO}_2$ done in the F-BRIDGE European project [9];
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the assessment of DFT and DFT+U for the modelling of nuclear fuel materials
by Liu et al. [10], which focuses mainly on UO$_2$, but also shows a few results on
other actinide compounds;

- the topical review by Dorado et al. [11] on the advances made in first-principles
  modelling of UO$_2$ and its points defects;

- on the other hand, on individual studies calculating specific properties which were
  not included in the above-mentioned reviews.

**Bulk uranium dioxide (fluorite phase)**

Table 1 shows the results of the calculations by various authors using the Local Density
and Generalised Gradient Approximations with the Hubbard U correction (LDA+U and
GGA+U) methods of various properties of crystalline UO$_2$, namely the cell parameters,
the bulk modulus, the cohesive energy and the band gap, as well as the measured values.
The results shown in this table are taken from Tables 1 and 2 of the review by Dorado et
al. [11] and Table 1 from the article by Liu et al. [10].

**Structure: Cell parameter**

The fluorite phase is cubic (with $a=b=c$) and the admitted cell parameter measured at
room temperature is 5.473 Å [12]. It can be seen from Table 1 that the cell parameter $a$
is calculated to lie between 5.41 and 5.45 Å in LDA+U, and between 5.44 and 5.57 Å in
GGA+U. The difference between $a$ and $c$ for several authors is due to the loss of
symmetry induced by the approximate $1k$ antiferromagnetic order considered in the
calculations.

A reasonable agreement is observed between the results yielded by DFT+U and
experimental data or the results from hybrid functionals or from the Self Interaction
Correction (SIC) method despite a quite large span of cell parameters for similar
functionals. The results show that calculation parameters beyond the exchange-correlation
functional are important. As expected from the well-known overbinding character of
LDA functionals [1,13], the bonds are shorter in LDA than GGA. The LDA results are
below the experimental values while the GGA ones are mainly above them.

It must be stressed, however, that calculations are done at 0 K while the experimental
value is for room temperature. The assumption made for the comparison of calculated
and measured values, which is standard in the atomic scale modelling community, is that
in solids there is only a relatively small variation of the cell parameter as a function of
temperature between 0 and 300 K (see Figure 3).

**Bulk modulus**

As shown in Table 1 of Dorado et al. [11], the bulk modulus values measured are between
190 and 213 GPa, the most recent experimental value being 207 GPa. As shown in Table 1,
the values calculated are between 196 and 222 in LDA+U; and between 180 and 209 in
GGA+U, both in reasonable agreement with the experimental values.
Table 1. Properties calculated using DFT+U and LDA+U by various authors, as well as results of reference methods and experimental values

<table>
<thead>
<tr>
<th>Author Year</th>
<th>Approx</th>
<th>Property</th>
<th>a=b (Å)</th>
<th>c (Å)</th>
<th>B (GPa)</th>
<th>Ec (eV)</th>
<th>Gap (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LDA+U</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geng 2007 [15] LSDA+U</td>
<td>5.44</td>
<td>5.44</td>
<td>208</td>
<td>32.8</td>
<td>1.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Andersson 2009</td>
<td>5.45</td>
<td>5.45</td>
<td>218</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gryaznov 2009 LSDA+U</td>
<td>5.46</td>
<td>5.42</td>
<td>196</td>
<td>26.0</td>
<td>1.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sanati 2011 [29] LSDA+U</td>
<td>5.45</td>
<td>5.45</td>
<td>221</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dorado 2013 [25] LSDA+U</td>
<td>5.41</td>
<td>5.41</td>
<td>222</td>
<td>24.8</td>
<td>2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GGA+U</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yun 2005 PBE+U</td>
<td>5.44</td>
<td>5.44</td>
<td>209</td>
<td>20.3</td>
<td>1.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iwasawa 2006 PBE+U</td>
<td>5.52</td>
<td>5.47</td>
<td>190</td>
<td></td>
<td>1.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gupta 2007 PW91+U</td>
<td>5.52</td>
<td>5.52</td>
<td>209</td>
<td>21.7</td>
<td>1.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nerikar 2009 PW91+U</td>
<td>5.49</td>
<td>5.49</td>
<td></td>
<td>1.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gryaznov 2009 PBE+U</td>
<td>5.57</td>
<td>5.51</td>
<td>180</td>
<td>23.0</td>
<td>1.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gryaznov 2009 PW91+U</td>
<td>5.56</td>
<td>5.51</td>
<td>183</td>
<td>23.1</td>
<td>1.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yu 2009 GGA+U</td>
<td>5.54</td>
<td>5.49</td>
<td></td>
<td>21.2</td>
<td>1.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dorado 2009 PBE+U</td>
<td>5.57</td>
<td>5.49</td>
<td>187</td>
<td></td>
<td>2.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Devey 2011 [26] GGA+U</td>
<td>5.54</td>
<td>5.54</td>
<td>197</td>
<td></td>
<td>2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sanati 2011 [29] PBE+U</td>
<td>5.55</td>
<td>5.55</td>
<td>192</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thompson 2011 [53] PW91+U</td>
<td>5.54</td>
<td>5.54</td>
<td>188</td>
<td></td>
<td>2.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tian 2012 PBE+U</td>
<td>5.55</td>
<td>5.55</td>
<td>192</td>
<td>21.8</td>
<td>2.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hybrid functionals</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prodan 2006 PBE0</td>
<td>5.45</td>
<td>5.45</td>
<td>219</td>
<td></td>
<td>3.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prodan 2006 HSE</td>
<td>5.46</td>
<td>5.46</td>
<td>222</td>
<td></td>
<td>2.4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jollet 2009 EECE</td>
<td>5.51</td>
<td>5.51</td>
<td>199</td>
<td></td>
<td>2.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Reference methods</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Petit 2010 SIC</td>
<td>5.47</td>
<td>5.47</td>
<td>219</td>
<td></td>
<td>2.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Experimental</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5.47</td>
<td>5.47</td>
<td>190-213</td>
<td>21.9</td>
<td>2.0-2.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Cohesive energy**

One experimental value exists for the cohesive energy of UO$_2$: 21.9 eV [14]. Table 1 shows that the LDA+U method yields cohesive energies from 24.8 to 32.8 eV, while GGA+U yields values from 20.3 to 23.1 eV with one isolated high value (28.8 eV by Geng [15]). It can be seen that the GGA results are in rather good agreement with the only available experimental value, the uncertainty on which is not assessed. In addition, the higher values yielded by LDA compared to GGA are consistent with the LDA overbinding character, as it was already the case for the cell parameter. This confirms the good description of UO$_2$ by the DFT+U method.

**Electronic structure: Band gap**

The experimental values for the band gap of UO$_2$ are 2.0 [20], 2.14 [16], 2.3 [17], 2.5 eV [18]. Reference calculations by Yin et al. [19] using the dynamical DFT+DMFT method yield a gap of 2.2 eV.

Table 1 shows that the calculated values lay between 1.5 to 2.8 eV, which is a quite large interval. It must be noted that the band gap width depends strongly on the values of the Hubbard interaction and the exchange parameter (U and J, respectively). In recent calculations, however, U and J are not taken as parameters as they were in earlier calculations, but drawn from experimental results or from the results of *ab initio* calculations. The fact that the gap is correctly reproduced is then an indicator of the correct description of the UO$_2$ bulk using DFT+U.

**Electronic structure: Density of states**

The density of states of UO$_2$ was measured by a combination of bremsstrahlung isochromat, X-ray photoemission and X-ray absorption spectroscopies (BIS, XPS and XAS, respectively) [20,21]. Comparisons between DFT calculations and experimental results were done by Yu et al. using GGA+U [21] and Jollet et al. using LDA+U [22].

As shown in Figure 1 taken from Yu et al., the GGA+U results and the corresponding optical responses agree qualitatively well with the experimental results. The DFT+U method enables one to obtain a correct description of the various bands observed. They also enable one to determine the origin of the various bands and of the hybridisation of the orbitals and to prove that UO$_2$ is an f-f Mott-Hubbard insulator.

In addition, a reasonable agreement is observed on the densities of states calculated at the DFT+U and DFT+DMFT [19] levels for UO$_2$. This confirms the correct description obtained using GGA+U.

**Magnetism**

Uranium dioxide is paramagnetic above 30.8 K and antiferromagnetic below this temperature (with a static Jahn-Teller distortion). The exact magnetic ordering of UO$_2$ at low temperature is complicated and has long been a question of debate. The most recent experimental results indicate that UO$_2$ exhibits a non collinear $3k$ order [23].

There are two detailed studies of the different magnetic phases of UO$_2$ using DFT+U. Laskowski et al. [24] calculated the uranium electric field gradients (EFG) in $1k$, $2k$ and $3k$ antiferromagnetic structures. By comparison between the calculated and experimental EFG he concluded that a $3k$ magnetic ordering inducing an additional
deformation of the oxygen cage is observed experimentally. The magnetic moments and the corresponding hyperfine fields agree reasonably well with the experiments. The energetic order between the various phases depends on the $U$ and $J$ and on other calculation parameters but the differences are very small, especially for a $U$ parameter between 4 and 5 eV ($\langle \sim 0.05 \text{ eV / 4 } \text{UO}_2 \text{ units} \rangle$).

Figure 1. Comparison of (1) combination of XPS, BIS and XAS experimental results, (2) GGA + U optical responses for the core levels of O 1s, U 4d5/2, and U 4f7/2 and (3) GGA + UO2p, U 6d and U 5f partial density of states ($U = 4.772, J = 0.511 \text{ eV}$) [21]

Dorado et al. [25] studied the 1k antiferromagnetic, Curie-Weiss paramagnetic and ferromagnetic states of the fluorite phase. They found the paramagnetic phase to be the most stable for the fluorite without the Jahn-Teller distortion, in agreement with the experimental results above 30.8 K. The distorted AFM phase is, in turn, more stable than the non-distorted PM phase, also in agreement with the experimental results below 30.8 K. The results of these two studies show that the DFT+U method enables a correct description of the magnetic properties of bulk UO$_2$.

It must be noted that most authors of UO$_2$ studies consider, especially for the calculation of defect properties, an approximate collinear anti-ferromagnetic order because of the very high computational costs needed for the study of the 3k AFM or of
the paramagnetic phases. This approximation is justified by the fact that the three magnetic states exhibit only small differences in energy.

Elastic constants

The elastic constants measured for UO$_2$, taken from Dorado et al. [11], are shown in Table 2, as well as the values calculated in GGA+U by Devey [26] for the AFM order and by Dorado et al. for the AFM and PM states [25].

**Table 2. Elastic constants of UO$_2$ calculated compared to the available experimental values**

<table>
<thead>
<tr>
<th>Author</th>
<th>$C_{11}$ (GPa)</th>
<th>$C_{12}$ (GPa)</th>
<th>$C_{44}$ (GPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Devey 2011 [26]</td>
<td>361</td>
<td>115</td>
<td>64</td>
</tr>
<tr>
<td>Exp Wachtmann 1965</td>
<td>396</td>
<td>121</td>
<td>64</td>
</tr>
<tr>
<td>Exp Fritz 1976 [75]</td>
<td>389</td>
<td>119</td>
<td>60</td>
</tr>
</tbody>
</table>

The elastic constants calculated are in reasonable agreement with those measured and the agreement improves significantly when a paramagnetic state is considered.

**Figure 2.** Phonon dispersion curves for the UO$_2$ fluorite phase calculated using GGA+U at 295 K (dotted lines) and 1 200 K (solid lines) compared to the experimental measurements also at 295 K (blue symbols) and 1 200 K (red symbols) using inelastic neutron scattering [28]

Phonons

The phonon dispersion curves were measured by Dolling in 1965 [27] and much more recently by Pang et al. [28]. Calculations were performed by Devey [26], Sanati et al. [29], Wang et al. [30] and Pang et al. [28]. Figure 2 shows the comparison between the phonon dispersion curves measured and calculated by Pang et al.

All studies show that the phonon modes and dispersion curves calculated for the UO$_2$ fluorite phase are in good agreement with available experimental values. They are also in good agreement with the DFT+DMFT results of Yin et al. [31]. Wang et al. have also
shown that the LO-TO splitting at the gamma point is successfully reproduced when the polarisation effects are included.

**Finite T properties**

Structural and energetic properties of UO$_2$ were measured and calculated as a function of temperature. First, the evolution of the cell parameter as a function of $T$ was determined experimentally by Taylor [32] and calculated using GGA+U by Wang et al. [30]. The evolution of the bulk modulus was also calculated but no experimental data are available for this parameter.

*Figure 3. Temperature dependence of lattice parameter of UO$_2$ compared to experimental data and results from classical molecular dynamics [30,33]*

As shown in Figure 3, a good agreement is observed between the experimental and calculated evolution of the lattice parameter in the low-temperature domain. The calculated values, however, are lower than the experimental ones for temperatures higher than 800 K. The differences may come from the thermal electronic contribution and/or anharmonic effects.

Second, the evolution of the specific heat and vibrational entropy as a function of temperature was calculated from the phonon density of states and compared to experiments by Sanati et al. [29] and Wang et al. [30].

Both studies show that the specific heat of the fluorite UO$_2$ as calculated is in good agreement up to room temperatures. For higher temperatures, the harmonic approximation fails, and there is a significant deviation from the measured values. As for the entropy, it is systematically underestimated in a wide range of temperatures with respect to the experiments, even if its evolution with temperature is well reproduced in shape.
Uranium dioxide is a complex material with very specific properties. The comparison of DFT+U results with more precise approximations or experimental data on a wide range of properties shows that despite its shortcomings (static approximation, U parameter, difficulty of taking into account paramagnetism) this method enables one to obtain a good description of bulk uranium dioxide at 0 K. The parameters of the calculations, however, must be well controlled. The calculations of the properties of UO$_2$ at finite temperature using electronic structure calculations are only beginning on this material, but the results are encouraging.

Properties of defects

The main difficulty in the evaluation of the DFT+U results on the properties of defects in uranium dioxide stems from the fact that this method is currently the most precise approximation applicable on defective systems. The assessment against more precise approximations is therefore impossible and can only be done against experimental results, which are, in turn, difficult or impossible to obtain.

Structural properties of defects

A linear decrease of the cell parameter of UO$_{2+x}$ is observed experimentally when $x$ increases [34]. The relationship was determined as follows: $a = (5.4705 - 0.1306x)$, i.e., a negative slope of 0.1306. The DFT+U calculations yield a decrease of the U-U distance in presence of neutral O interstitials and a slope of -0.1093 [35], which compares well with the experimental data.

In addition, the good results of the first comparison of the positron lifetimes in UO$_2$ calculated using DFT+U with results of Positron Annihilation Spectroscopy (PAS) shows that the volume of defects, to which the positron lifetime is particularly sensitive, is well reproduced [36].

Formation energies of defects

The formation energy is the most straightforward property to be calculated for a defect. It is, however, difficult to measure, and mostly determined through intermediate models. In addition, recent computational studies consider the various possible charge states for each defect. For charged defects, the formation energy depends not only on the stoichiometry,
but also linearly on the position of the Fermi level in the gap, i.e., the level of doping of the material. The comparison can in principle be made only with experiments at known stoichiometry and level of doping.

Actual experimental data on formation energies in UO$_2$ are scarce and concern only stoichiometric defects, i.e., the Frenkel pairs (association of a vacancy and an interstitial) and the Schottky defects (UO$_2$ trivacency). While several studies were performed on the oxygen Frenkel pair [37,38,39,40,41,42], only one value is available for each uranium Frenkel pair and Schottky defect [39,40]. The experimental energies available taken from Table 2 of Vathonne et al. [43] are given in Table 3.

Since 2006, numerous DFT+U calculations have been performed for O and U interstitials (I$_O$, I$_U$), vacancies (V$_O$, V$_U$), Frenkel pairs (FP$_O$ and FP$_U$) in the same supercell or separated, as well as infinitely separated and bound Schottky defects (ISD and BSD). The results of the various calculations for neutral and charged defects, taken from Table 3 of Dorado et al. [11] and Table 1 of Vathonne et al. [43], are also shown in Table 3.

A very large dispersion of the results on the individual defects and to a lesser extent on the stoichiometric defects can be seen in Table 3. This is due to two main reasons:

- the now well-known problem of convergence to metastable states in DFT+U (see extensive discussion in [11]);
- for individual defects, different references were used for the calculation of the defect formation energies (see the precise analysis in [43]). This reference problem disappears in the stoichiometric defects.

It can be observed that taking into account charged defects leads to much lower defect energies. UO$_2$ is strongly ionic, and the most stable charge for all defects is very close to their formal ionic charges. The results on stoichiometric defects calculated using the charged defects agree reasonably well with experimental data. It must be noted, however, that the comparison between calculated and experimental formation energies of defects is difficult and limited to a very small number of cases compared to all the defects calculated. This comparison should not be aimed at validation and calculation results validated through other means should ideally be used to help in the interpretation of the experimental results.
Table 3. Formation energies (in eV) of O and U interstitials, vacancies, Frenkel pairs and isolated and bound Schottky defects calculated by various authors, compared to the experimental data available [11,43]

<table>
<thead>
<tr>
<th>Author</th>
<th>$E_f$ (eV)</th>
<th>$I_0$</th>
<th>$I_U$</th>
<th>$V_0$</th>
<th>$V_U$</th>
<th>FP$_O$</th>
<th>FP$_U$</th>
<th>ISD</th>
<th>BSD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Neutral defects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Iwasawa 1965</td>
<td>-0.4</td>
<td>4.7</td>
<td>4.5</td>
<td>8.4</td>
<td>4.1</td>
<td>13.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gupta 2007</td>
<td>-1.6</td>
<td>8.2</td>
<td>5.8</td>
<td>6.0</td>
<td>4.0</td>
<td>14.2</td>
<td>7.2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Geng 2008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.4</td>
<td>17.2</td>
<td>10.6</td>
<td></td>
</tr>
<tr>
<td>Nerikar 2009</td>
<td>-1.3</td>
<td>6.1</td>
<td>5.3</td>
<td>9.0</td>
<td>4.0</td>
<td>15.1</td>
<td>7.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yu 2011</td>
<td>-2.4</td>
<td>2.5</td>
<td>5.1</td>
<td>4.5</td>
<td>2.6</td>
<td>7.0</td>
<td>3.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tiwary 2009</td>
<td>3.9</td>
<td>10.1</td>
<td>7.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dorado 2010 [9]</td>
<td>-0.1</td>
<td>10.4</td>
<td>5.4</td>
<td>10.4</td>
<td>5.3</td>
<td>15.8</td>
<td>10.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Andersson 2011 [58]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>5.3</td>
<td>10.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hong 2012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.9</td>
<td>9.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Charged defects</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Andersson 2011 [58]</td>
<td>3.3-3.4</td>
<td></td>
<td></td>
<td></td>
<td>6.0</td>
<td>6.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Crocombette 2012</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.2</td>
<td>6.4</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vathonne 2014 [43]</td>
<td>2.4-2.6</td>
<td>9.1-10.9</td>
<td></td>
<td>4.2</td>
<td>4.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clausen 1984 [37]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.6 ±0.5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Murch 1987 [38]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4.1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Matzke 1987 [39]</td>
<td>3.5 ±0.5</td>
<td>9.5</td>
<td></td>
<td>6.5 ±0.5</td>
<td>4.6</td>
<td>4.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staicu 2005</td>
<td>3.8 ±0.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Konings 2013 [42]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>3.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Migration energies of defects

Diffusion coefficients, i.e., activation energies to the diffusion and diffusion prefactors, are the most commonly available experimental data on defects. However, the experimental conditions, which have a significant influence on the results, are not always precisely known and models are needed for the comparison between experimental and computational results. This makes the assessment of the data calculated quite challenging.

The activation energies measured and calculated using DFT+U for the oxygen migration through vacancy and interstitial mechanisms are given in Table 4. These activation energies involve also the formation energy of the moving defect, and not only its migration energy.
Table 4. Activation energies to the oxygen self-diffusion through interstitial and vacancy mechanisms compared to the experimental data available

<table>
<thead>
<tr>
<th>Author</th>
<th>Vacancy</th>
<th>Interstitial</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dorado 2011 [46]</td>
<td>0.67</td>
<td>0.88</td>
</tr>
<tr>
<td>Dorado 2012 [49]</td>
<td>-</td>
<td>0.63</td>
</tr>
<tr>
<td>Experimental</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Review Belle 1969 [44]</td>
<td>1.0-1.3</td>
<td></td>
</tr>
<tr>
<td>Kim 1981 [45]</td>
<td>0.51 ± 0.13</td>
<td>-</td>
</tr>
<tr>
<td>Review Matzke 1987 [39]</td>
<td>0.5-0.6</td>
<td>0.8-1.0</td>
</tr>
<tr>
<td>Dorado 2011 [46]</td>
<td></td>
<td>0.75 ± 0.08</td>
</tr>
</tbody>
</table>

It can be seen from Table 4 that there is a good agreement among the most recent experimental results and between the calculated and experimental activation energies for the O self-diffusion.

Only a few studies were performed on the uranium self-diffusion. For the interstitial uranium migration, there is only one experimental value by Soullard: 0.3 eV [47] and one calculated migration energy calculated by Dorado et al.: 4.1-4.3 eV. In addition, Table 5 lists the experimental and calculated activation energies for uranium migration through a vacancy mechanism.

Table 5. Activation energies to the uranium self-diffusion (in eV) through vacancy mechanism compared to the experimental data available

<table>
<thead>
<tr>
<th>Author</th>
<th>Stoichiometric UO₂</th>
<th>UO₂⁻ₓ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andersson 2011 [48]</td>
<td>7.2</td>
<td>4.2</td>
</tr>
<tr>
<td>Dorado 2012 [49]</td>
<td>3.1-3.9</td>
<td></td>
</tr>
<tr>
<td>Experimental</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Review Belle 1969 [44]</td>
<td>2.3-4.5</td>
<td>3.0-4.6</td>
</tr>
<tr>
<td>Review Matzke 1987 [39]</td>
<td>5.6</td>
<td>2.6</td>
</tr>
</tbody>
</table>

A very large scatter is observed in both the experimental and calculated energies for the vacancy mechanism, while there is a clear mismatch between DFT+U and the experiments for the interstitial migration. An encouraging fact, however, is that the
A thorough investigation of cation self-diffusion under precise experimental conditions and further calculations taking into account the migration of charged defects and various deviations of stoichiometry are needed to enable a precise assessment of the calculation results.

Conclusion on the description of defects

An encouraging agreement is observed between DFT+U and experimental data for defect formation energies and the O self-diffusion. But comparison between calculated and experimental energies of defects is extremely difficult, since it needs a detailed knowledge of the experimental conditions and involves additional models.

Incorporation and migration of rare gases

Description of bonds formed between rare gases and materials

As in the case of defects, the comparison between calculations and experiments is complicated for the behaviour of rare gas in UO$_2$. In addition, it is now well known that the standard DFT approximations mainly used for solid systems (LDA, GGA, hybrid functionals) do not enable a correct description of the dispersive (van der Waals) bonds formed between rare gases [50,51]. They yield either largely overestimated binding energies or non-bonding interactions. The validity of the description of these standard functionals for interactions between rare gases and open-shell atoms which form materials is thus an open question.

A first validation study of the DFT description of the bonds between rare gases and open-shell atoms was performed on model molecular systems containing rare gases for which precise experimental data are available and reference post-Hartree-Fock calculations (CCSD(T) using large basis sets) are feasible [52].

The results of this investigation show that, when the rare gas shares density with the neighbouring atoms, the GGA functionals yield good geometries and qualitatively correct binding energies, even if these are significantly overestimated. The use of hybrid functionals enables one to obtain good geometries and satisfactory binding energies. For compounds in which the rare gas forms weak dispersive-like bonding, the accuracy yielded by the various functionals is not as good. No functional gives satisfactory binding energies for all the association compounds investigated. Several GGA and hybrid functionals yield correct geometries, even if some isomers are not obtained.

The results of this study must be confirmed on more solid systems, for instance small clusters simulating the first coordination spheres of the rare gas incorporated in a material.

Incorporation energies

Several DFT+U studies have been published on the incorporation of rare gases in UO$_2$. Thompson et al. [53] studied the incorporation of He, Ne, Ar, Kr, Xe as interstitials in Schottky defects. Brillant et al. [54] determined the stability of various fission products, including Kr and Xe, as a function of stoichiometry and temperature. Geng et al. [55] investigated the stability of Xe in various defects. Finally, Liu et al. [56] studied the incorporation of Xe, Cs and Sr in various defects and segregation to other phases. No
comparison with experiments, however, was possible since no experimental incorporation energies are available.

**Diffusion activation energies**

The atomic diffusion of Xe in UO$_2$ was studied by several authors, in particular Davies, Miekeley, Cornell, Kaimal, [24,26-28], [61]. The migration of Kr was the subject of only two investigations, by Auskern [56] and more recently by Michel et al. [57].

Results of calculations are currently only available for Xe in UO$_2$. A few DFT+U studies without comparison with experiments, by Andersson et al. [58], Liu et al. [59] and Thompson et al. [60], were published. An extensive investigation of the vacancy-assisted migration of Xe considering several possible traps and mobile assisting defects was, however, published recently by Andersson et al. [61]. A detailed comparison with experiments was performed taking into account the stoichiometry and the experimental chemical conditions using a specific point defect model, as well as a diffusion model. Table 6 presents a review of the activation energies measured by various authors and the lowest calculated Xe activation energies for intrinsic diffusion in UO$_{2±x}$ as a function of stoichiometry.

Table 6. Measured and lowest calculated Xe activation energies for intrinsic diffusion in UO$_{2±x}$ [61]

<table>
<thead>
<tr>
<th>Conditions</th>
<th>UO$_{2±x}$</th>
<th>UO$_2$</th>
<th>UO$_{2±x}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>O$_2$</td>
<td>0.80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H$_2$</td>
<td>2.93</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>3.94</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mo</td>
<td>3.92</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ta</td>
<td>6.39</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Experimental</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Davies 1963</td>
<td></td>
<td>3.04 Mo crucible in H$_2$ flow gas</td>
<td></td>
</tr>
<tr>
<td>Cornell 1969</td>
<td></td>
<td>3.95 ±0.61 Unknown crucible in H$_2$ flow gas</td>
<td></td>
</tr>
<tr>
<td>Miekeley 1972</td>
<td>6.0 ± 0.1 Ta Knudsen cell in vacuum</td>
<td>3.9 ± 0.4 W crucible in vacuum</td>
<td>1.70 ± 0.4 Pt crucible in O$_2$(g)</td>
</tr>
<tr>
<td>Kaimal 1989</td>
<td></td>
<td>2.87 Unknown crucible in He flow gas</td>
<td></td>
</tr>
</tbody>
</table>

The experimental conditions (crucible, gas) are listed below each reference value.

The comparison between the model predictions and the available experimental data for Xe diffusion in UO$_{2±x}$, UO$_2$ and UO$_{2±x}$ is encouraging. In particular, the calculated activation energies agree, at least qualitatively, with available experimental results. The stoichiometry of the samples, which is controlled by temperature and the chemistry of the experimental set-up, is a key parameter for Xe diffusion, since it governs the concentration and the type of assisting defects Xe trap site. In order to compare modelling and experimental results, it is critical to have a detailed knowledge of the experimental (in particular chemical) conditions. Then there are still uncertainties in the calculations of the defect energies, in particular related to the dependence on calculation parameters, the entropies and the charge state of defects and in the intermediate models used for the comparison.
Conclusion on the description of rare gas behaviour

An encouraging agreement is observed between DFT+U and experimental data for the atomic migration of Xe in UO$_2$. These encouraging results, however, should be confirmed on other fission products, gaseous and non-gaseous. But, as in the case of defects, it is very complex to compare the results of the calculations on the behaviour of rare gases with experimental data.

Conclusion on DFT+U description of UO$_2$ under irradiation

The analysis of the numerous studies performed on uranium dioxide proves that the DFT+U method enables a good description of the structural, electronic and energetic properties of bulk UO$_2$. In addition, an encouraging agreement is observed between DFT+U results and the experimental data for defect formation energies, oxygen self-diffusion and atomic diffusion of xenon in UO$_2$. The comparison between calculated and experimental results on the behaviour of defects and fission products, however, is extremely difficult since it needs a detailed knowledge of the experimental conditions and involves additional models. This comparison should therefore not be really denoted as “validation”, but results of calculations should ideally be used to help in the interpretation of the experiments and in the determination of elementary mechanisms. The assessment of formation, incorporation and migration energies should be done through comparison with more precise approximations. This remains to be done since approximations beyond DFT+U are currently not applicable to the size of systems needed to investigate defects due to their computational cost. More controlled experiments involving a precise knowledge of the stoichiometric conditions and doping level are also needed.

Assessment of empirical potentials for UO$_2$

Structural and elastic properties of bulk fluorite UO$_2$

The results for structural and mechanical properties of the UO$_2$ fluorite phase using a large number of rigid-ion potentials are shown in Table 7.

Most of the properties like the cohesive energy $E_{coh}$, the lattice constant $a_0$, the bulk modulus $B_0$ and even the derivative of the bulk modulus are well reproduced by most rigid-ion potentials. This is not a surprise as these properties are usually employed for the fitting of the potentials. A major deficiency of all rigid-ion potentials is the description of the elastic constants $c_{12}$ and $c_{44}$. None of the rigid-ion potentials can properly reproduce the 2:1 ratio of the constants $c_{12}$ and $c_{44}$ and thus the shear modulus of UO$_2$.

In contrast, core-shell models are able to fix this deficiency of the rigid-ion potentials while keeping an accurate description of the other structural and mechanical properties, as shown in Table 8.

In total, almost all core-shell potentials provide a quite satisfactory description of the considered structural and elastic properties of UO$_2$. Especially, recent core-shell potentials like those of Meis [81] or Read [82] show a quite balanced description. Today’s computational power allows an exhaustive exploration of the parameter space given a functional form of the pair potentials. Hence a significant overall improvement of the results for this functional form of the empirical potential is rather unlikely, i.e., improving one property causes most likely a worsening of another one at the same time. A further
important issue is the numerical robustness of the empirical potential, especially for simulations at elevated temperatures. This is a limiting issue for core-shell potentials, because the probability for a so-called polarisation catastrophe increases with the kinetic energy of the atoms. Usually a shell particle stays close to its core particle, but this is no longer true for an increasing kinetic energy of the particles. A polarisation catastrophe can occur when two atoms get too close to each other. In this case, the strong Coulomb attraction between the core particle of one atom and the shell particle with opposite charge of the other atom can cause a collapse. Due to this fact, core-shell potentials can only be employed for UO₂ Classical Molecular Dynamics (CMD) simulations up to roughly 2 000 K. For the same reason, a direct simulation of fuel melting or of displacement cascades is not feasible using core-shell potentials.

<table>
<thead>
<tr>
<th>Potential</th>
<th>Property</th>
<th>$E_{\text{coh}}$ (eV)</th>
<th>$a_0$ (Å)</th>
<th>$C_{11}$ (GPa)</th>
<th>$C_{12}$ (GPa)</th>
<th>$C_{44}$ (GPa)</th>
<th>$B_0$ (GPa)</th>
<th>$\frac{dB_0}{dP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arima1 [63]</td>
<td></td>
<td>-103.0</td>
<td>5.4532</td>
<td>479.5</td>
<td>100.7</td>
<td>95.8</td>
<td>227.0</td>
<td>3.6</td>
</tr>
<tr>
<td>Arima2 [63]</td>
<td></td>
<td>-50.9</td>
<td>5.4545</td>
<td>435.4</td>
<td>113.7</td>
<td>106.3</td>
<td>220.9</td>
<td>5.3</td>
</tr>
<tr>
<td>Basak [64]</td>
<td></td>
<td>-43.2</td>
<td>5.4547</td>
<td>408.4</td>
<td>59.3</td>
<td>59.6</td>
<td>175.7</td>
<td>4.4</td>
</tr>
<tr>
<td>Grimes [65]</td>
<td></td>
<td>-105.6</td>
<td>5.4619</td>
<td>523.0</td>
<td>145.5</td>
<td>147.0</td>
<td>271.4</td>
<td>3.9</td>
</tr>
<tr>
<td>Karakasisdis [66]</td>
<td></td>
<td>-100.6</td>
<td>5.4657</td>
<td>367.9</td>
<td>86.8</td>
<td>70.5</td>
<td>180.5</td>
<td>3.1</td>
</tr>
<tr>
<td>Lewis1 [67]</td>
<td></td>
<td>-103.6</td>
<td>5.3893</td>
<td>426.1</td>
<td>120.5</td>
<td>119.7</td>
<td>222.3</td>
<td>3.5</td>
</tr>
<tr>
<td>Morelon [68]</td>
<td></td>
<td>-65.9</td>
<td>5.4475</td>
<td>216.2</td>
<td>78.5</td>
<td>78.6</td>
<td>124.4</td>
<td>3.3</td>
</tr>
<tr>
<td>Sindzingre [69]</td>
<td></td>
<td>-100.7</td>
<td>5.4488</td>
<td>369.2</td>
<td>85.4</td>
<td>65.7</td>
<td>180.0</td>
<td>3.1</td>
</tr>
<tr>
<td>Tharmalingam [70]</td>
<td></td>
<td>-103.0</td>
<td>5.4104</td>
<td>472.2</td>
<td>95.3</td>
<td>84.5</td>
<td>220.9</td>
<td>3.5</td>
</tr>
<tr>
<td>Walker [71]</td>
<td></td>
<td>-104.1</td>
<td>5.3284</td>
<td>470.3</td>
<td>101.6</td>
<td>89.7</td>
<td>224.5</td>
<td>3.5</td>
</tr>
<tr>
<td>Yakub [72]</td>
<td></td>
<td>-37.0</td>
<td>5.4440</td>
<td>345.3</td>
<td>70.1</td>
<td>66.8</td>
<td>161.8</td>
<td>4.6</td>
</tr>
<tr>
<td>Yamada [73]</td>
<td></td>
<td>-45.6</td>
<td>5.4667</td>
<td>419.0</td>
<td>57.2</td>
<td>54.5</td>
<td>177.8</td>
<td>4.3</td>
</tr>
<tr>
<td>Experiment [74,75,76]</td>
<td></td>
<td>-106.7</td>
<td>5.4731</td>
<td>389.3</td>
<td>118.7</td>
<td>59.7</td>
<td>208.9</td>
<td>4.7</td>
</tr>
</tbody>
</table>
Table 8. Structural and elastic properties of UO$_2$ for various core-shell models [62]

<table>
<thead>
<tr>
<th>Potential</th>
<th>$E_{\text{coh}}$ (eV)</th>
<th>$a_0$ (Å)</th>
<th>$c_{11}$ (GPa)</th>
<th>$c_{12}$ (GPa)</th>
<th>$c_{44}$ (GPa)</th>
<th>$B_0$ (GPa)</th>
<th>$\frac{dB_0}{dP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Busker [77]</td>
<td>-104.5</td>
<td>5.4683</td>
<td>531.9</td>
<td>120.5</td>
<td>119.1</td>
<td>257.7</td>
<td>3.9</td>
</tr>
<tr>
<td>Catlow1 [78]</td>
<td>-103.1</td>
<td>5.4506</td>
<td>419.2</td>
<td>124.6</td>
<td>66.5</td>
<td>222.8</td>
<td>3.5</td>
</tr>
<tr>
<td>Catlow2 [78]</td>
<td>-94.5</td>
<td>5.5211</td>
<td>434.0</td>
<td>99.2</td>
<td>57.6</td>
<td>210.8</td>
<td>3.7</td>
</tr>
<tr>
<td>Grimes [65]</td>
<td>-105.6</td>
<td>5.4619</td>
<td>523.0</td>
<td>145.5</td>
<td>89.4</td>
<td>271.3</td>
<td>3.9</td>
</tr>
<tr>
<td>Jackson1 [79]</td>
<td>-103.1</td>
<td>5.4479</td>
<td>427.8</td>
<td>125.0</td>
<td>67.1</td>
<td>225.9</td>
<td>3.9</td>
</tr>
<tr>
<td>Jackson2 [79]</td>
<td>-103.4</td>
<td>5.4516</td>
<td>396.8</td>
<td>131.1</td>
<td>73.8</td>
<td>219.7</td>
<td>3.4</td>
</tr>
<tr>
<td>Lewis2 [80]</td>
<td>-103.8</td>
<td>5.3900</td>
<td>425.9</td>
<td>120.4</td>
<td>88.7</td>
<td>222.3</td>
<td>3.5</td>
</tr>
<tr>
<td>Lewis3 [80]</td>
<td>-103.5</td>
<td>5.3815</td>
<td>426.0</td>
<td>118.3</td>
<td>50.1</td>
<td>220.9</td>
<td>3.5</td>
</tr>
<tr>
<td>Meis [81]</td>
<td>-100.8</td>
<td>5.4688</td>
<td>387.6</td>
<td>116.1</td>
<td>59.9</td>
<td>206.6</td>
<td>4.1</td>
</tr>
<tr>
<td>Read [82]</td>
<td>-101.9</td>
<td>5.4693</td>
<td>390.5</td>
<td>115.5</td>
<td>58.3</td>
<td>207.2</td>
<td>3.5</td>
</tr>
<tr>
<td>Experiments [74,75,76]</td>
<td>-106.7</td>
<td>5.4731</td>
<td>389.3</td>
<td>118.7</td>
<td>59.7</td>
<td>208.9</td>
<td>4.7</td>
</tr>
</tbody>
</table>

**Thermal properties**

**Heat capacity**

The value of heat capacity at constant pressure calculated by classical molecular dynamics simulation of UO$_2$ shows good agreement with experimental results, while there is some discrepancy between CMD simulation and experiment for PuO$_2$, as shown by Arima et al. [63]. Several potentials, in particular those by Kurosaki [85], Basak [64], Arima [63], and Yakub [72], are able to reproduce the variation of the lattice constant with temperature in the range from 300 to 2 500 K for UO$_2$, PuO$_2$ and U$_{0.8}$Pu$_{0.2}$O$_2$. The trend in the variation of the bulk modulus of UO$_2$ and PuO$_2$ with temperature is also reproduced by MD simulations [63,83].

**Thermal conductivity**

The calculation of the thermal conductivity $\kappa$ can be performed by non-equilibrium molecular dynamics (NEMD), which involves setting up a heat source and a heat sink in the simulation cell and directly relating the heat flux to the temperature gradient [84]. Alternatively, in Equilibrium Molecular Dynamics (EMD) simulations, it is calculated from the auto-correlation of the heat current using the Green-Kubo formula, based on the fluctuation dissipation theorem [85], that reads:

$$\kappa = \frac{1}{3k_B T^2 V} \int_0^\infty (J(t) \cdot J(0)) \, dt$$

Here $k_B$ is the Boltzmann constant, $T$ is the temperature, $V$ is the volume, $t$ is time, and $J(t)$ is the heat current [63]. MD simulations tend to overestimate the thermal conductivity of UO$_2$ and PuO$_2$ at room temperature, but the agreement with experimental
data is improved in the temperature range 800 to 2 000 K [63,86]. EMD simulations of UO$_{2+x}$ show that conductivity decreases with increasing temperature in the temperature range from 900 to 2 000 K and oxygen parameter x ranging from 0 to 0.09 [84]. The change in $\kappa$ with x was attributed to scattering by excess oxygen ions, while the temperature dependence for x = 0 was attributed to the anharmonic Umklapp process. In real nuclear fuel, the thermal conductivity will also be influenced by voids, bubbles, grain boundaries and extended defects, which have been mostly neglected in simulations to date. A recent NEMD simulation has made a start in this direction by considering polycrystalline, albeit pure, UO$_2$ [84]. The simulation cell contained columnar grains with an average grain size of about 4 nm. The results were compared to findings for mono-crystalline UO$_2$ using two different potentials. The potentials significantly overestimated the thermal conductivity of the single crystal, and the discrepancy with experimental data was reduced when an anharmonic correction was introduced. The experimentally observed decrease with increasing temperature was reproduced. The calculated $\kappa$ value of the nano-crystalline sample was an order of magnitude smaller than that of the mono-crystal, which shows that CMD simulations are able to capture the grain boundary scattering. However, the $\kappa$ values calculated using the two potentials differ by a factor of two. This study suggests that the potential should provide a good fit to the elastic properties and thermal expansion to correctly model thermal transport [86]. A rigorous survey of 26 interatomic potentials has found that rigid-ion potentials overestimate $\kappa$, while core-shell potentials produced values of $\kappa$ in good agreement with experiment [87].

**Melting temperature**

The simulated melting temperature $T_m$ is another important property, because it is relevant for a reliable fuel simulation under accident conditions or for the simulation of irradiation damage (displacement cascades). In Table 9, the simulated melting temperatures of UO$_2$ are shown for some rigid-ion potentials. The agreement with the experimental value of about 3 140 K is reasonable, however, in general most of the potentials predict a too high melting temperature. Especially the Yamada potential gives a melting temperature which is by far too high.

**Table 9. Melting temperature of bulk UO$_2$ for selected rigid-ion potentials [9,88]**

<table>
<thead>
<tr>
<th>Potential</th>
<th>$T_m$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basak</td>
<td>3540</td>
</tr>
<tr>
<td>Morelon</td>
<td>3500</td>
</tr>
<tr>
<td>Sindzingre</td>
<td>3150</td>
</tr>
<tr>
<td>Walker</td>
<td>3435</td>
</tr>
<tr>
<td>Yamada</td>
<td>4155</td>
</tr>
<tr>
<td>Experiment [89]</td>
<td>3147</td>
</tr>
</tbody>
</table>
A simulation of the melting process with core-shell potentials is not feasible as explained in the previous sections. This is a major drawback of this potential type.

**Relative stability of the different UO$_2$ phases**

In addition to the influence of temperature, the behaviour of UO$_2$ depending on external pressure (equation of state) should be also reproduced properly by an empirical potential. It is known from experiment [90,12] that UO$_2$ changes from a fluorite-type structure (space group $Fm\bar{3}m$) to an orthorhombic cotunnite-type structure (space group $Pnma$) under pressure. The transition pressure is 42 GPa.

Based on theoretical and experimental results obtained for iso-structural compounds [91], uranium dioxide should transform under tensile load either into a scrutinyite-type ($\alpha$-PbO$_2$ structure, space group $Pbcn$) or a rutile-type (space group $P4_2/mnm$) structure. The stability of the three UO$_2$ phases (fluorite, cotunnite, $\alpha$-PbO$_2$) has been studied using static calculations by Fossati et al. [92]. Figure 5 shows the energy versus volume curves for these UO$_2$ phases obtained with the Morelon potential. The energies are normalised per UO$_2$ formula unit, allowing a direct comparison of the energies. The transition pressures for the $\alpha$-PbO$_2$ and the rutile-type phase has been found to be equal to about −10 GPa. These two phases are almost energetically degenerate.

**Figure 5. Free energies as a function of the volume for three different UO$_2$ phases, at low density the most stable phase is the $\alpha$-PbO$_2$ structure and at high density the most stable phase is the cotunnite structure [93]**

![Free energies as a function of volume](image)

Four of the most used empirical potentials for UO$_2$, namely those by Morelon, Arima, Basak, and Yakub, have been compared with DFT calculations [92]. The results are shown in Table 10. The Morelon potential has been found to be the most accurate one to describe the different uranium dioxide polymorphs. The empirical simulation results are consistent with DFT calculations and experimental data.
Table 10. Transition pressures in GPa between different UO₂ phases calculated with DFT-GGA and four empirical potentials, as well as experimental values [92]

<table>
<thead>
<tr>
<th>Transition [GPa]</th>
<th>Morelon</th>
<th>Arima</th>
<th>Basak</th>
<th>Yakub</th>
<th>DFT</th>
<th>Experiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fm̅3m → Fm̅ma</td>
<td>48</td>
<td>57</td>
<td>10</td>
<td>1.3</td>
<td>28</td>
<td>42 [12], 29 [90]</td>
</tr>
<tr>
<td>Fm̅3m → Pbcn</td>
<td>-10</td>
<td>-6</td>
<td>-1.7</td>
<td>-1.4</td>
<td>-10</td>
<td></td>
</tr>
<tr>
<td>Fm̅3m → P4̅2/mmm</td>
<td>-9</td>
<td>-5</td>
<td>-1.7</td>
<td>-1.9</td>
<td>-11</td>
<td></td>
</tr>
</tbody>
</table>

**Defect formation energies**

The accurate description of the formation energies of various defect types is crucial for the reliable description of the UO₂ transport properties. Tables 11 and 12 show the formation energies for oxygen and uranium Frenkel pairs (infinite distance) using various rigid-ion and core-shell potentials, respectively.

Table 11. Frenkel pair formation energies (rigid-ion models) [94,95]

<table>
<thead>
<tr>
<th>Potential</th>
<th>E_F(eV)</th>
<th>FP₀</th>
<th>FP₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arima1</td>
<td>6.7</td>
<td>24.0</td>
<td></td>
</tr>
<tr>
<td>Arima2</td>
<td>7.9</td>
<td>22.8</td>
<td></td>
</tr>
<tr>
<td>Basak</td>
<td>5.8</td>
<td>16.7</td>
<td></td>
</tr>
<tr>
<td>Grimes</td>
<td>9.0</td>
<td>32.8</td>
<td></td>
</tr>
<tr>
<td>Karakasidis</td>
<td>4.7</td>
<td>19.1</td>
<td></td>
</tr>
<tr>
<td>Lewis1</td>
<td>6.7</td>
<td>25.1</td>
<td></td>
</tr>
<tr>
<td>Morelon</td>
<td>3.8</td>
<td>15.4</td>
<td></td>
</tr>
<tr>
<td>Sindzingre</td>
<td>4.3</td>
<td>18.5</td>
<td></td>
</tr>
<tr>
<td>Tharmalingam</td>
<td>5.9</td>
<td>22.0</td>
<td></td>
</tr>
<tr>
<td>Walker</td>
<td>5.8</td>
<td>22.1</td>
<td></td>
</tr>
<tr>
<td>Yakub</td>
<td>5.6</td>
<td>15.8</td>
<td></td>
</tr>
<tr>
<td>Yamada</td>
<td>5.8</td>
<td>18.2</td>
<td></td>
</tr>
<tr>
<td>DFT+U [43,48]</td>
<td>2.4-3.4</td>
<td>9.1-10.9</td>
<td></td>
</tr>
<tr>
<td>Experiment [39,37]</td>
<td>3.0-4.0</td>
<td>4.6 ± 0.5</td>
<td>9.5</td>
</tr>
</tbody>
</table>

The agreement with the experimental value for oxygen is satisfactory, but by far too high for uranium. The measurement of such defect formation energies, however, is difficult and thus the experimental value might also be unreliable. The comparison with the Frenkel pair (FP) formation energies obtained using DFT+U (see Table 3) shows that all empirical potentials overestimate the FP formation energies both for oxygen and uranium. This implies that defect configurations are excessively unstable compared to the undistorted configuration. This might be due to the fact that the empirical potentials are
mostly parameterised using properties of the ideal fluorite structure and no information
about the energetics of defective configurations is directly considered during the fitting
procedure.

The core-shell potentials show almost the same pattern as the rigid-ion potential (see
Table 12). The O Frenkel pair formation energies are slightly lower on average. There is
no qualitative change in the Frenkel pair formation energies for U. A possible explanation
for this result is that current core-shell potentials consider the non-bonded interaction
between the oxygen anions and in a more simplified manner between the oxygen anions
and the uranium cations, but the non-bonded interactions among the uranium cations is
ignored, i.e., it is reduced purely to their electrostatic interaction with the other atoms. Just
the consideration of polarisability effects for the uranium cations using a core-shell model
is obviously insufficient for a qualitative improvement of the FP\textsubscript{U} formation energies. This
would imply that the energetics of the U atoms in off-equilibrium positions needs the
development of more suitable mathematical formalisms to be described better by
empirical potentials.

Table 12. Frenkel pair formation energies for various core-shell models [94,95]

<table>
<thead>
<tr>
<th>Potential</th>
<th>( E_f ) (eV)</th>
<th>FP\textsubscript{O}</th>
<th>FP\textsubscript{U}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Busker</td>
<td>6.3</td>
<td>22.0</td>
<td></td>
</tr>
<tr>
<td>Catlow1</td>
<td>5.0</td>
<td>18.3</td>
<td></td>
</tr>
<tr>
<td>Catlow2</td>
<td>5.0</td>
<td>16.2</td>
<td></td>
</tr>
<tr>
<td>Grimes</td>
<td>6.8</td>
<td>23.7</td>
<td></td>
</tr>
<tr>
<td>Jackson1</td>
<td>5.1</td>
<td>18.5</td>
<td></td>
</tr>
<tr>
<td>Jackson2</td>
<td>4.8</td>
<td>18.7</td>
<td></td>
</tr>
<tr>
<td>Lewis2</td>
<td>5.3</td>
<td>20.0</td>
<td></td>
</tr>
<tr>
<td>Lewis3</td>
<td>5.1</td>
<td>19.0</td>
<td></td>
</tr>
<tr>
<td>Meis</td>
<td>4.5</td>
<td>17.9</td>
<td></td>
</tr>
<tr>
<td>Read</td>
<td>4.5</td>
<td>17.1</td>
<td></td>
</tr>
<tr>
<td>DFT+U [43,48]</td>
<td>2.4-3.4</td>
<td>9.1-10.9</td>
<td></td>
</tr>
<tr>
<td>Experiment [39,37]</td>
<td>3.0-4.0</td>
<td>9.5</td>
<td></td>
</tr>
</tbody>
</table>

An assessment of the Schottky defect formation energies is very difficult. There are
only a few experimental data and the calculation of these energies using DFT+U is also
difficult due to the limited model system sizes of a few hundreds atoms accessible by
DFT+U simulations. Table 13 displays the available experimental and the currently best
DFT+U results for the Schottky defect formation energies for an infinitely separated and
for a bound Schottky defect. There is a clear spread in the formation energies for the
Isolated Schottky Defect (ISD) with a tendency to values larger than the ones obtained with DFT+U, whereas the Bound Schottky Defect (BSD) shows a rather fair agreement.

**Table 13. Infinitely separated (ISD) and Bound Schottky Defect (BSD) formation energies for various rigid-ion models [9,96]**

<table>
<thead>
<tr>
<th>Potential</th>
<th>ISD (eV)</th>
<th>BSD (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arima1</td>
<td>10.2</td>
<td>4.5</td>
</tr>
<tr>
<td>Basak</td>
<td>10.8</td>
<td>5.7</td>
</tr>
<tr>
<td>Morelon</td>
<td>8.0</td>
<td>3.9</td>
</tr>
<tr>
<td>Sindzingre</td>
<td>6.3</td>
<td>2.5</td>
</tr>
<tr>
<td>Tiwary</td>
<td>7.1</td>
<td>–</td>
</tr>
<tr>
<td>Walker</td>
<td>8.3</td>
<td>3.5</td>
</tr>
<tr>
<td>Yamada</td>
<td>13.5</td>
<td>8.2</td>
</tr>
<tr>
<td>DFT+U [43,48]</td>
<td>4.2 - 6.0</td>
<td>4.6 - 6.4</td>
</tr>
<tr>
<td>Experiment [39]</td>
<td>–</td>
<td>6.5 ± 0.5</td>
</tr>
</tbody>
</table>

**Defect migration energies**

An accurate estimation of the defect migration barriers by the employed empirical potential is crucial for the reliable simulation of transport phenomena in UO₂. Table 14 lists the migration energies for the oxygen interstitial $I_\text{O}$, the oxygen vacancy $V_\text{O}$, the uranium interstitial $I_\text{U}$, and the uranium vacancy $V_\text{U}$, as well as the DFT+U values. The comparison cannot be directly made with experiments, which measure the diffusion activation energy which is generally different from the migration energy, because it includes the defect formation energy, which is moreover affected by a wide uncertainty, preventing a clear deduction of the migration energy from there.

In recent years, a fair agreement has been achieved between DFT+U simulations and experiment for the $I_\text{O}$ and $V_\text{O}$ migration energies (see also Table 4). Thus, for both quantities, the validation of the corresponding energies obtained with various empirical potentials can be performed on the DFT+U values. For the migration of U defects, the situation is less clear, as shown in the section on the DFT+U description of the migration of uranium defects (see also Table 5).

The rigid-ion potentials of Arima, Basak, Morelon, and Yamada give reasonable values whereas the other potentials show often a too low or even no barrier and thus these are not suited for the simulation of transport processes in UO₂. Results yielded by these potentials on U defects are also in agreement with the DFT+U results. Even the potentials failing for the O migration work reasonably for the U migration.
Table 14. Defect migration energies (in eV) for various rigid-ion models [9,62,88]

<table>
<thead>
<tr>
<th>Potential</th>
<th>$E_m$ (eV)</th>
<th>$I_o$</th>
<th>$V_o$</th>
<th>$I_u$</th>
<th>$V_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arima1</td>
<td>0.52</td>
<td>0.24</td>
<td>4.39</td>
<td>5.53</td>
<td></td>
</tr>
<tr>
<td>Arima2</td>
<td>1.73</td>
<td>0.57</td>
<td>4.27</td>
<td>5.32</td>
<td></td>
</tr>
<tr>
<td>Basak</td>
<td>1.04</td>
<td>0.27</td>
<td>3.54</td>
<td>4.09</td>
<td></td>
</tr>
<tr>
<td>Karakasidis</td>
<td>0.07</td>
<td>0.04</td>
<td>2.72</td>
<td>3.69</td>
<td></td>
</tr>
<tr>
<td>Lewis1</td>
<td>(0.69)</td>
<td>0.46</td>
<td>4.01</td>
<td>6.19</td>
<td></td>
</tr>
<tr>
<td>Morelon</td>
<td>0.69</td>
<td>0.34</td>
<td>2.35</td>
<td>3.88</td>
<td></td>
</tr>
<tr>
<td>Sindzingre</td>
<td>0.00</td>
<td>0.00</td>
<td>2.53</td>
<td>3.24</td>
<td></td>
</tr>
<tr>
<td>Tharmalingam</td>
<td>0.09</td>
<td>0.11</td>
<td>3.92</td>
<td>4.48</td>
<td></td>
</tr>
<tr>
<td>Walker</td>
<td>0.09</td>
<td>0.13</td>
<td>3.72</td>
<td>4.58</td>
<td></td>
</tr>
<tr>
<td>Yamada</td>
<td>0.89</td>
<td>0.27</td>
<td>3.74</td>
<td>4.30</td>
<td></td>
</tr>
<tr>
<td>DFT+U [46,49]</td>
<td>0.9</td>
<td>0.7</td>
<td>4.1-4.3</td>
<td>3.6-4.8</td>
<td></td>
</tr>
</tbody>
</table>

Table 15. Defect migration energies for various core-shell models [9,62,88]

<table>
<thead>
<tr>
<th>Potential</th>
<th>$E_m$ (eV)</th>
<th>$I_o$</th>
<th>$V_o$</th>
<th>$I_u$</th>
<th>$V_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Busker</td>
<td>0.70</td>
<td>0.33</td>
<td>5.84</td>
<td>6.62</td>
<td></td>
</tr>
<tr>
<td>Catlow1</td>
<td>not conv.</td>
<td>0.54</td>
<td>4.44</td>
<td>5.18</td>
<td></td>
</tr>
<tr>
<td>Catlow2</td>
<td>0.21</td>
<td>0.32</td>
<td>4.29</td>
<td>4.67</td>
<td></td>
</tr>
<tr>
<td>Grimes</td>
<td>1.02</td>
<td>0.72</td>
<td>5.84</td>
<td>6.74</td>
<td></td>
</tr>
<tr>
<td>Jackson1</td>
<td>0.61</td>
<td>0.55</td>
<td>4.46</td>
<td>5.23</td>
<td></td>
</tr>
<tr>
<td>Jackson2</td>
<td>0.73</td>
<td>0.62</td>
<td>4.51</td>
<td>not conv.</td>
<td></td>
</tr>
<tr>
<td>Lewis2</td>
<td>not conv.</td>
<td>0.44</td>
<td>4.49</td>
<td>5.48</td>
<td></td>
</tr>
<tr>
<td>Lewis3</td>
<td>not conv.</td>
<td>0.47</td>
<td>3.64</td>
<td>4.51</td>
<td></td>
</tr>
<tr>
<td>Meis</td>
<td>0.62</td>
<td>0.54</td>
<td>3.55</td>
<td>4.58</td>
<td></td>
</tr>
<tr>
<td>Read</td>
<td>0.34</td>
<td>0.46</td>
<td>3.85</td>
<td>4.69</td>
<td></td>
</tr>
<tr>
<td>DFT+U [46,49]</td>
<td>0.9</td>
<td>0.7</td>
<td>4.1-4.3</td>
<td>3.6-4.8</td>
<td></td>
</tr>
</tbody>
</table>

The corresponding migration energies calculated using various core-shell potentials are shown in Table 15. The potentials of Busker, Jackson, Meis, and Read show a decent agreement with DFT+U results. The optimisation of the minimum energy path for the migration of oxygen interstitials using the climbing-image nudged elastic band (CI-NEB) method did not converge (not converged table entries) for several potentials. A closer
inspection revealed that these potentials are rather fragile with respect to close contacts between neighboring atoms, as described above (polarisation catastrophe). Due to these instabilities, these potentials are basically not well suited for any kind of dynamical simulations.

Nevertheless, disregarding these numerical problems, all core-shell potentials describe reasonably both the oxygen and the uranium migration.

**Behaviour of rare gases in UO$_2$**

The incorporation energies of noble gas atoms into an interstitial site of UO$_2$ strongly depends on the size of the noble gas atom due to the strain caused by its insertion. Empirical potentials seem to overestimate the incorporation energies compared to recent calculations at the DFT and DFT+U level. On the other hand, Thompson et al. have shown that the solution energies of noble gas atoms being inserted into a pre-existing Schottky defect clusters show a reasonable agreement between empirical potential and DFT+U calculations [53].

The migration barriers of a Xe atom hopping between three types of Schottky defects were also evaluated by Thompson et al. [60]. The Arima potential overestimates all barrier energies compared to DFT+U, whereas the Tiwary potential underestimates all the barrier energies. The Morelon and the Basak potential show a fair agreement with the DFT+U diffusion barriers. Especially, the Morelon potential, which was fitted to experimental defect energetics and migration barriers, agrees well with DFT+U for both the barrier heights and the defect energetics. Adding Xe to a tetra-vacancy is electrostatically highly unfavourable.

**Conclusion on the assessment of the empirical potentials**

Lattice constants, bulk modulus, and the cohesive energy are well reproduced by most of the empirical potentials as these properties are usually employed for the potential fitting. The elastic constants, especially the shear modulus, are poorly described by rigid-ion potentials whereas core-shell potentials perform very well for elastic properties in general. The melting temperature is only accessible by rigid-ion potentials, by which it is usually overestimated. Core-shell potentials are not suited for simulations at higher temperatures (>2 000 K), which limits their applicability in many cases. The relative stability of various phases under tensile and compressive load is represented satisfactorily by rigid-ion potentials. The defect formation energies for UO$_2$ are still too high, especially for uranium, whereas the migration energies are in reasonable agreement compared to experiment and electronic structure calculations. A better description of uranium is one of the major challenges for the future development of empirical potentials. The different oxidation states of uranium and the dependence on the actual chemical environment of the U atoms have to be better reflected by the new empirical potentials, while keeping the accuracy for oxygen and the other material properties. A potential that will satisfactorily reproduce all the relevant properties of irradiated nuclear fuel appears to be out of reach at present, and one has to judiciously choose a potential that is tailored to a subset of properties of interest for the simulation.
Empirical potentials are irreplaceable for many studies that need a large number of atoms to be considered. It is therefore important to improve them and continue their assessment. The following issues remain for future development and validation:

- go beyond pure UO$_2$ and rare gases, e.g., consider chemical interactions with non-gaseous fission products and dopants;
- better describe deviation from stoichiometry;
- assess the potentials for atomic configurations far from equilibrium (e.g., molten fuel);
- assess the transferability of the available empirical potentials (U oxidation states, fixed U charge, preference for pristine UO$_2$);
- go to improved, more sophisticated empirical potentials for UO$_2$ systems based on alternative possibly more sophisticated functional forms like new potentials beyond the two-body approximation [97];
- construct a broader database of consolidated and reliable experimental and theoretical results.

**Conclusion and future challenges**

Significant work has been done on the assessment of electronic structure and empirical potential methods for the description of uranium dioxide. The analysis of the numerous studies performed on uranium dioxide proves that the DFT+U method and current empirical potentials enable a good description of the properties of bulk UO$_2$. In addition, an encouraging agreement is observed between modelling results and the experimental data for the defect formation energies, the oxygen self-diffusion and the atomic diffusion of xenon in UO$_2$. This is an important point since this is mainly what atomic scale models transfer to higher scale models.

This is a work in progress because of the complexity of the task and of the continuous improvements in the approximations. This assessment also needs to be done on other actinide compounds. Then, more controlled experiments involving a precise knowledge of the stoichiometry and doping level of the material are needed. It is important, however, that these studies are continued, since it is an important driving force for the improvement of the state-of-the-art in the calculations.

A better description of uranium ions in uranium dioxide is one of the major challenges of the atomic scale models:

- Concerning electronic structure calculations, it is necessary to go beyond the DFT+U method, even if this is only possible on model systems.
- For empirical potentials, the different oxidation states of uranium and the dependence on the actual chemical environment of the U atoms must be better reflected by the new empirical potentials, while keeping the accuracy for oxygen and the other material properties.
The comparison between calculated and experimental results on the behaviour of defects and fission products, however, is extremely difficult, since it needs a detailed knowledge of the experimental conditions and involves additional models. This comparison should not be denoted as “validation”, but calculation results should ideally be used to help in the interpretation of the experimental results and in the determination of elementary mechanisms. The assessment of formation, incorporation and migration energies should be done through comparison with more precise approximations.
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Abstract

Dislocation-Dynamics (DD) technique is identified as the method able to model the evolution of material plastic properties as a function of the microstructural transformation predicted at the atomic scale. Indeed, it is the only simulation method capable of taking into account the collective behaviour of a large number of dislocations inside a realistic microstructure.

DD simulations are based on the elastic dislocation theory following rules inherent to the dislocation core structure often call “local rules”. All the data necessary to establish the local rules for DD have to come directly from experiment or alternatively from simulations carried out at the atomic scale such as molecular dynamics or ab initio calculations. However, no precise information on the interaction between two dislocations or between dislocations and defects induced by irradiation are available for nuclear fuels. Therefore, in this article the DD technique will be presented and some examples are given of what can be achieved with it.

Introduction

Usually plastic deformation of single crystals is carried out by large number of dislocations. Dislocation theory enhanced by experimental tools such as Transmission Electron Microscopy (TEM) has made significant advancements in understanding the plastic behaviour of crystalline materials. However, due to the multiplicity and complexity of the dislocation mechanisms involved, there exists a huge gap between the properties of individual dislocations and unit dislocation mechanisms at the microscopic scale and the material behaviour at the macroscopic scale. To translate the fundamental understanding of dislocation mechanisms into a quantitative physical theory for crystal plasticity, a new means of tracking the dislocation motion and interaction over large time and space evolution
is needed. In a multi-scale approach, three-dimensional Dislocation-Dynamics (DD) simulation is the only link between the atomic and the continuum aspects of plastic deformation. At the atomic scale, simulation methods such as \textit{ab initio} or molecular dynamics allow studying very local phenomenon such as the structure of dislocation core, and the interactions between a dislocation with other point defects, dislocations or impurities. These simulations calculate directly the interactions between atoms in the crystal. Therefore, they are limited on the number of atoms that can be simulated because, in 3D, those numbers increase by the cube of the system size. They can only model small volumes (< 10^{-6} \mu m^3) for very small amount of time (<10^{-9} s). On the other hand, at the macroscopic scale, plastic deformation is generally treated in continuum mechanics through phenomenological laws.

In this article, we will describe the method. According to our knowledge, no DD simulation has been done in nuclear fuels, all the citations related to DD studies refer mainly to metals.

**Dislocation-dynamics method**

DD simulations are dedicated to the study of the plasticity mechanisms through the collective behaviour of a large number of dislocations. In DD, the discrete nature of the crystalline lattice is not explicitly described, hence the volume that can be simulated with this technique reaches 10^3 \mu m^3 typically. This length scale is sufficient to represent the plastic deformation at the mesoscale level and to take into account the complex phenomena due to the collective properties of dislocations. It produces stress-strain curves and other mechanical properties, and allows detailed analysis of the dislocation microstructure evolution.

The basic idea of DD simulations is to compute the motion of each dislocation based on a spatial and time discretisation. The dislocation line is represented by connected discrete line segments. An effective driving force is computed for every segment according to the dislocation line tension, dislocation interaction forces and external loading. The dislocation segments respond to these forces by making discrete movement according to a mobility function that is characteristic of the dislocation type and the specific material being simulated. The dislocation mobility can be extracted from experimental data, or calculated by atomistic simulations. And the mobility is one of the key inputs to a DD simulation. Another important consideration for DD simulations is dealing with close dislocation-dislocation interactions such as annihilation and junction formation and breaking. These close interactions can be very complex and usually require special treatment. An efficient way to deal with them is to use prescribed “rules”. A bottleneck for DD simulation is the calculation of the elastic interactions between dislocations which is long range in nature. In order to perform DD simulations for realistic material plastic behaviour, efficient algorithms must be developed to enable the simulation over reasonable time and space range with a large number of dislocations.

Historically, the first DD codes, which describe the collective properties of dislocations appeared at the end of the 1980s [19,12]. These bi-dimensional simulations have shown some microstructure formation during plastic deformation with a parallel infinite dislocation lines. However, these simple two-dimensional codes are limited and do not take into account some important dislocation properties such as: dislocation
multiplication mechanisms, line tension effects or dislocation junction formation. Recently, original works have been published in order to improve these simulations [1,14]. The first tri-dimensional DD code appeared at the beginning of the 1990s [17] and demonstrated that the limitations encountered with the first simulations disappear with three-dimensional approach. Today, several three-dimensional models exist [6,16,9,13,27,34,7,32,31] and the strength and drawbacks of each model are still subject to debate [28,20,2]. Alternatively, other approaches to study dislocation properties at the mesoscale exist [8,31,33]. However, they remain marginal compared to DD simulations for which the number of users increases continuously.

Although most of the DD simulations carried out are under uniaxial load, the physical problems treated are varied. Among the problems already issued we can list for instance:

- forest hardening [5,21,24];
- nanoindentation [10];
- scaling effects [26,18];
- dislocation clustering [21];
- fatigue [25];
- temperature and strain rate effects [29,22].

Conclusions and future challenges

DD simulation is the link between atomistic scale simulations that describe the discrete local physical phenomena and the macroscopic scale that is treated with mechanics continuum method. This method gives the behaviour of the plastic deformation, which is mainly due to dislocation motion and clustering. Up to now, no DD simulation has been carried out in nuclear fuels. This is partly due to the fact that some key input parameters necessary to run DD simulations such as: dislocation mobility and dislocation interaction are missing or are not yet well described. This information is uneasy to obtain experimentally because dislocations appear mainly in nuclear fuels under irradiation. An alternative would be to conduct atomistic calculations to estimate these data. Recently, there has been a renewed interest in dislocation modelling in UO₂ exclusively with molecular dynamics simulations: [23,4,11,15]. However, these studies are still incomplete. For instance, some DFT calculations confirming the glide planes and the Peierls barriers would be useful. More investigations on the dislocation interaction forces would also be valuable. Nevertheless, with some assumptions, some DD simulations could be performed with success.
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Abstract
In this work, the phase-field method and its application to microstructure evolution in reactor fuel and clad are discussed. The examples highlight the capability of the phase-field method to capture evolution processes that are influenced by both thermal and elastic stress fields that are caused by microstructural changes in the solid-state. The challenges that need to be overcome before the technique can become predictive and material-specific are discussed.

Introduction
The phase-field technique is an efficient simulation approach for modelling microstructural evolution. A distinct advantage of the technique is that there is no need to explicitly track complex evolution of interfaces, such as grain boundaries or bubble surfaces. Therefore, it was originally developed for the simulation of liquid-solid transformations associated with solidification to capture the morphological evolution of single/multiple dendrites [2]. Since then, it has been used to model a large range of physical phenomena ranging from sintering [3,4] to fracture [5].

The phase-field model has been used to model microstructure evolution in fuel since 2009 [14]. It has proven to be well suited to the application due to the ease with which multiple physics can be coupled to account for the impact of the large stress and temperature gradients that form within the reactor fuel. It has also been used to model hydride formation in the cladding. This report summarises the phase field method and discusses its application to model reactor fuel and cladding.

Methodology
In the phase-field method, the individual phases and their crystallographic variants are described by a set of non-conserved order parameters. The interface between two phases
has a gradient in one of the order parameters that varies from 0 to 1 at the corresponding interface. Therefore, the technique is called a “diffuse interface” model as opposed to the sharp interface front-tracking models. In addition to the gradient in the order parameter, there are also gradients in the local concentrations at the diffuse interface from one phase to another. The order parameter and the concentration gradients are coupled at the interface. Microstructure evolution simulation involves solving for the time-dependent order parameters and concentrations within the simulation domain that is driven by a reduction in the total energy of the system. The total system energy is represented by the functional, \( F \) given by:

\[
F = \int f_{\text{bulk}} + f_{\text{gr}} + f_{\text{et}}
\]

where \( f_{\text{bulk}} \) is the local bulk free energy density of the phases that exist, \( f_{\text{int}} \) is the interfacial energy at the phase boundaries associated with gradients in concentration or order parameter, and \( f_{\text{et}} \) is the elastic energy associated with the lattice volume misfit between the two phases. The local bulk free energy density is the free energy per unit volume of the bulk phases that exist at a given temperature usually expressed in terms of a function of the concentrations and the non-conserved order parameters, whose coefficients are obtained by fitting thermodynamic data for the phases at the temperature of interest. The form of the free energy curve depends on the problem of interest.

The second term in the free energy expression is the gradient energy, which is an energy penalty associated with gradients in the long-range order parameters and/or concentrations, represented as:

\[
f_{\text{gr}} = \sum_{p=1}^{n} \frac{\alpha_p}{2} \left( \nabla \eta_p (r) \right)^2 + \frac{\beta}{2} (\nabla C)^2
\]

where \( \alpha \) and \( \beta \) are the gradient energy coefficients for the order parameter and concentration, respectively, and \( p \) refers to the \( n \) non-conserved order parameters in the system. In the case of grain boundaries belonging to the same phase, the gradient energy term arises mainly due to gradients in the non-conserved order parameter that gives rise to grain boundary (GB) energy.

The last term in Equation 1 is the elastic energy, \( f_{\text{et}} \), which is specific to microstructure evolution in the solid-state due to mismatch in the lattice parameter and heterogeneous elastic properties between the precipitate and the matrix phases. The contribution to the total elastic energy comes from the lattice inhomogeneous strains, transformation strain or the Eigenstrain due to the difference in the specific volumes of the matrix and the precipitate, bubble pressure and external strain. Various methods have been developed to vary the local elasticity tensor as a function of the composition \([16,29,1,8]\). However, each of these interpolation schemes is unable to reproduce analytical predictions of the elastic strain and strain energy profile at the diffuse interface \([9]\). While the total elastic energy calculation becomes relatively simple for the homogeneous elasticity approximation where the lattice inhomogeneous strain is zero, the elasticity solution becomes more complicated for the inhomogeneous elasticity cases. In such cases, a perturbation technique \([12]\) can be used to compute the displacement fields in the matrix and precipitate phases.

The evolution equations for phase-field simulations include the time-dependent Ginzburg-Landau (TDGL) equation for evolving the non-conserved long-range order
parameters, and the Cahn-Hilliard (CH) equation for evolving the conserved concentration field. The TDGL equation is given by:

$$\frac{\partial \eta_p}{\partial t} = -L_p \frac{\delta F}{\delta \eta_p}$$  (3)

where $L_p$ is a kinetic coefficient for the matrix-precipitate interface related to the interface mobility, and the derivative on the right hand side is the functional derivative of the free energy expression in Equation 1 with respect to the order parameter. The CH equation is given by:

$$\frac{\partial c(r,t)}{\partial t} = M \nabla^2 \frac{\delta F}{\delta c(r,t)}$$  (4)

where $M$ is a kinetic coefficient for atomic mobility related to solute diffusion.

The nucleation of the precipitate is not carried out explicitly in the phase-field simulations because of the small length and time scales involved. It is possible to incorporate analytical nucleation and nuclei growth models based on the local conditions of thermodynamic undercooling, temperature and interfacial energies [27]. Alternatively, a Langevian noise term can be added to the TDGL and CH equations that is related to fluctuations in the long-range order parameter and concentrations to form a second phase from a supersaturated parent phase [19].

Phase-field models can be made quantitative and material-specific by relating the phase-field parameters to real physical quantities. The interfacial energy is related to the interface width and the energy barrier associated with the interface. For a specific material, since the energy barrier and the interfacial energy are fixed, the interface width is also fixed. Typically, the interface width in real materials is of the order of Angstroms. If the interface has to be defined by a minimum number of spatial locations, the total physical system size that can be simulated becomes extremely small given that the size of other microstructural features (precipitate, grain, etc.) is much larger than the interface width. The usual approach is to artificially increase the interface width by having an additional degree of freedom to keep the interfacial energy constant [25]. The kinetic parameter in the simulations is the phase-field mobility, which is obtained using an analytical expression that relates mobility to the interface width, interfacial energy, gradient coefficient, interface concentrations and the solute diffusion coefficient [17].

The evolution equations (3) and (4) have been solved in the simulation domain using a host of numerical techniques. The earliest phase-field simulations used a fixed grid to represent the domain, where the gradients were approximated using finite difference [6]. A semi-implicit Fourier spectral method based on second-order backward difference [7] is a well-documented approach for simulating solid-state phase transformations. The basic advantage of this approach is that partial derivatives of the order parameter and concentration are reduced to ordinary time derivatives in the Fourier space and the second order derivatives are reduced to the Fourier transform of the function multiplied by a vector in the Fourier space. Finally, the finite element method has also been used to solve the phase-field equations, due to the simplicity to couple to multiple physics and the flexibility in domain shape and boundary conditions [31,32].
Application to reactor fuel

Significant microstructure evolution takes place within the fuel during its lifetime in the reactor. This evolution degrades the material properties of the fuel, which impacts the fuel performance and can result in loss of reactor efficiency and eventual failure. The phase-field method is a powerful tool for modelling this evolution, due to its flexibility. The earliest published application of the phase-field method to nuclear fuels was in 2009 [14], in which the accumulation and transport of fission products and the evolution of gas bubbles were modelled. The model took the interaction between gas atoms and defects and elastic inhomogeneity into account. Since then, the model has been applied to gas bubble evolution [14,20], GB migration [34], gas and GB interaction [14,21], dislocation loop formation [15,18] and the impact of microstructure on thermal conductivity [32,23,34]. The application of phase field on irradiation effects is summarised in a review article [22]. Three of these efforts will be highlighted in more detail, below.

During its lifetime in a reactor, various mobile point defects are generated within the fuel. These defects include vacancies and interstitials on both the oxygen and uranium lattices, as well as gaseous fission products. The gas atoms tend to segregate to GBs and to vacancy clusters to form bubbles. The behaviour of interstitials and vacancies on the uranium lattice (the oxygen lattice is fast moving and thus was ignored) as well as gas atoms were predicted by a phase-field model, resulting in predictions of GB bubble nucleation and growth, as shown in Figure 1 [21].

![Figure 1. Snapshots throughout time of the nucleation and growth of intergranular gas bubbles in a polycrystalline grain structure (the figure on the right is a close-up) (bubbles existing on GBs are lenticular shaped, whereas bubbles on triple junctions have a curved triangular shape](image)

The coalescence of intergranular gas bubbles is an important process in fission-gas release in nuclear fuels [21].

In addition to vacancies clustering to form voids, interstitials can cluster to form loops. These loops play an important role as segregation sites and can block dislocation and GB motion. While loops play an important role in fuels, they are also critical in the behaviour of irradiated structural materials. In [15] and [18], a phase-field model of interstitial loop formation is presented. An example of an interstitial loop simulation is shown in Figure 2. They found that elastic interactions around the loop enhance the growth kinetics.

Grain growth and GB migration also play an important role in fuel behaviour. Due to the high temperatures and large temperature gradients, GBs are mobile within reactor fuel. As the grain size impacts various phenomena, including creep, thermal conductivity and fission gas release, it is important to know how the temperature gradient impacts the grain growth within the fuel. A phase-field model of grain growth including the temperature gradient driving force has been developed [34]. A two-dimensional simulation of grain growth in the presence of various temperature gradients was conducted, showing that the
temperature gradient does not impact the change in the average grain size but does impact the grain size distribution (see Figure 3).

Figure 2. Snapshots of the morphology evolution of an interstitial loop during aging (a) in 3D, and (b) the projection on the plane of the interstitial loop [18]

The constant temperature gradient is also shown. Note that the values for Tmin and Tmax vary for the different gradients, ranging from $T_{\min} = T_{\max} = 2050$ K for no gradient to $T_{\min} =1950$ K and $T_{\max} =2150$ K for $\nabla T = 0.8$ K/μm. The final grain configuration after 2000 minutes is shown in (b) with no temperature gradient and in (c) with a gradient of 0.8 K/μm, where grain B has disappeared. Note that with the temperature gradient, the grains are smaller on the cold side and larger on the hot side [34].

Application to fuel clad

Zircaloy clads used for nuclear fuel containment are produced using a special deformation processing approach that results in the preferential formation of hydrides in the circumferential direction in the clad [28]. However, during dry storage, the clad experiences high temperatures that may exceed the solvus temperature of the circumferential hydrides, causing the hydrides to dissolve. During subsequent cooling of the fuel-clad assembly, tensile hoop stresses develop in the sub-solvus temperature range. Under these conditions, the hydrides re-precipitate in the radial direction of the clad,
which is highly detrimental to its room temperature fracture toughness [11]. Therefore, the ability to accurately predict the conditions under which significant hydride reorientation occurs is extremely critical for the safe, long-term dry storage of cladding tubes. Previous phase-field simulations of hydride re-orientation under stress were essentially two-dimensional [19] and were confined to a specific variant, γ hydride. More recently, pseudo three-dimensional simulations have been carried out for another metastable variant of hydride, ζ hydride that was considered to respond more readily to external stress because it is coherent with the zirconium matrix [36-38].

Figure 4. Three-dimensional phase-field simulations of hydride reorientation in the presence of external strain (a) δ hydride without external strain, (b) δ hydride with 1% strain along X, (c) δ hydride with 1% strain along Y, (d) γ hydride without external strain, (e) γ hydride with 1% strain along X, (f) γ hydride with 1% strain along Y, (g) ζ hydride without external strain, (h) ζ hydride with 1% strain along X and (i) ζ hydride with 2% strain along X.

Recently, full three-dimensional simulations of the growth of different variants of hydride were performed [26] using the phase-field method. Only a single variant of each hydride type was considered. Large three-dimensional simulations were carried out using parallel FFT libraries for solving the CH equation in Fourier space. The main objective was to investigate the potential for out-of-plane rotation of the growth direction from the basal plane. This is motivated by the fact that in zircaloy tubes manufactured by the pilgering process, the crystallographic texture in the axial-circumferential plane of the tube is close to basal so that the hydrides that form in the basal plane appear to be circumferential hydrides in the radial-circumferential plane. If radial hydrides form due to hoop stress, then the hydrides have to re-precipitate in an out-of-plane direction. The simulations show that of the three variants, ζ, γ and δ considered, the δ hydride has the highest propensity to reorient in the radial direction when external strain was applied in the basal plane. This was followed by γ and then by ζ. The fact that ζ shows the least tendency to rotate out of plane is due to the fact that the ratio of transformation strains in the z-direction compared to the x or y direction in the basal plane is the highest for the ζ.
phase. Figure 4 shows the reorientation results obtained using three-dimensional simulations.

**Conclusions and future challenges**

The phase-field method is a powerful tool for modelling microstructure evolution coupled with additional physics in nuclear fuel and cladding materials. In order to develop better macroscopic models for fuel behaviour that are quantitatively informed by mesoscale models, the following barriers have to be overcome. First, many material properties and mechanisms that occur within the fuel are either not well understood or are unknown. Therefore, small-scale experiments and atomistic simulation is required to obtain this information. Second, the mesoscale models have not been well validated due to the difficulty in obtaining mesoscale data in reactor conditions. Thus, detailed separate effect experiments are needed to obtain data for validation. In addition, detailed microstructure characterisation on irradiated materials from integrated tests is also required. The application of the phase-field technique to hydride precipitation in clads is an on-going area of research that is driven by the complex materials phenomena that have not yet been fully addressed. Even though the phase-field simulations in their current form have been able to qualitatively capture the hydride reorientation under stress, significant advancement is required before predictive simulations can be performed. The approach for numerically capturing the elastic energy gradient at the diffuse interface requires accurate description of micro-plasticity effects in the vicinity of evolving precipitates, and the ability to efficiently incorporate anisotropies in the surface energy and inter-phase mobility in three-dimensional simulations. Finally, large time and length scales are needed to model the complex polycrystalline behaviour that takes place within the fuel and the clad. This can only be achieved using numerical approaches that are massively parallel and take advantage of numerical tools such as mesh and time-step adaptability.
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Modelling microstructural evolution under irradiation
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Abstract

Microstructural evolution of materials under irradiation is characterised by some unique features that are not typically present in other application environments. While much understanding has been achieved by experimental studies, the ability to model this microstructural evolution for complex materials states and environmental conditions not only enhances understanding, it also enables prediction of materials behaviour under conditions that are difficult to duplicate experimentally. Furthermore, reliable models enable designing materials for improved engineering performance for their respective applications. Thus, development and application of mesoscale microstructural model are important for advancing nuclear materials technologies. In this chapter, the application of the Potts model to nuclear materials will be reviewed and demonstrated, as an example of microstructural evolution processes.

Introduction

Microstructural evolution of nuclear fuels and claddings under irradiation is characterised by some unique features that are not typically present in other application environments. A very wide range of irradiation conditions, radiation with many different particles over a large range of energies, lead to formation of defects in crystalline materials. These defects can interact in many different ways with each other and existing defects such as grain boundaries to give rise to microstructural evolution not observed in other applications. These radiation-induced defects can alter the kinetics by enhancing diffusion. They can have more substantial effects such as void formation due to aggregation of vacancies. Under some conditions, radiation can create a large density of defects causing the crystalline material to transform to an amorphous state.

Swelling is another common consequence of radiation in many materials. The aggregation of vacancies to form voids is observed in many materials including some fuel rod claddings. The production of extra atoms by fission in nuclear fuel can strain the
lattice leading to swelling, albeit to a lesser extent. Nuclear fuels can also swell due to precipitation of fission gas (primarily Xe and Kr) into nanosized intragranular bubbles and sub-micron intergranular bubbles. The creation of extra atoms by fission or transmutation of atoms alters the chemistry of the fuel (see the next section for a detailed discussion) and results in microstructural evolution that is unique to nuclear materials.

Another feature that is unique to some nuclear materials is the large temperature gradient present in these materials that leads to different microstructural evolution in the different regions and segregation of components. Restructuring of fast reactor fuels to form an axial pore along the central axis of the fuel pellet is an example of this. Another unique feature of nuclear fuels is the accumulation of radiation damage at the outer rim of the fuels, which, in turn, drives recrystallisation in this region. Recrystallisation is virtually non-existent in most ceramics making this phenomenon most interesting in itself, but is of great importance for fuel performance. Finally, radiation-induced segregation of components in two or more component materials occurs in many materials.

All these processes unique to irradiated materials drive a number of microstructural evolution processes, which are not observed in other materials. The ability to simulate these evolution processes at the microstructural scale would enhance our ability to predict their behaviour and hence design them at the microstructural scale for optimal engineering performance. In this section, the application of Potts models to simulate microstructural evolution nuclear materials will be reviewed.

**Potts kinetic Monte Carlo model**

The Potts kinetic Monte Carlo (kMC) is a statistical-mechanical model that populates a lattice with an ensemble of discrete particles to represent and evolve the microstructure. The Potts kMC used for mesoscale simulations is distinct from other kinetic Monte Carlo models used for simulation of atomistic, chemical, neutronic and other materials simulations. In the following sections, the term kMC is used to refer to the Potts kMC model. The particles in the Potts kMC model represent a discrete quantity of material that is much larger than an atom, thus all atomistic information about the material system is aggregated into mesoscale model parameters. In kMC, the particles evolve in a variety of ways to simulate microstructural changes due short- and long-range diffusive processes. kMC methods have proven themselves to be versatile, robust and capable of simulating various microstructural evolution processes. They have the great advantage of being simple and intuitive, while still being a rigorous method that can incorporate all the thermodynamic, kinetic and topological characteristics to simulate complex processes. They are easy to code, readily extendable from 2D to 3D and can simulate the underlying physics of many materials evolution processes based on the statistical-mechanical nature of the model. These processes include curvature-driven grain growth [1,2], anisotropic grain growth [3], recrystallisation [4], grain growth in the presence of a pinning phase [5,6], Ostwald ripening [7], and sintering [8-10].

**Representation of microstructure**

The microstructure consists of an ensemble of particles that occupy a regular lattice. Recently, some kMC models have started to use non-regular or non-lattice based methods. However, the vast majority of kMC models use regular lattices and for the purpose of this
work, we will confine our discussion to regular lattices. The particles can be considered to be a discrete amount of material that is much larger than an atom; thus all atomistic characteristics are aggregated into discrete extensive thermodynamic quantities such as mass and energy for each particle. For the simplest case of grain growth, the microstructure is represented by particles identified by an integer value signifying membership in a particular grain. This membership integer value is simply a distinct degenerate state identifying each particle as belonging to a certain grain with no other physical significance. In a two-phase system such as a porous material, the solid material can be assigned one set of spins and all the porosity a single distinct membership value. In a two-phase system consisting of two solid components such as a eutectic material, each phase can be represented by a set of membership integer values. Lattices can be two-dimensional triangular or square, three-dimensional cubic or face-centered cubic or other geometries. The most commonly used geometries are two-dimensional square and three-dimensional cubic lattices.

**Energy and thermodynamics**

Since kMC uses a discrete ensemble of particles to represent the microstructure, it follows that the total volumetric energy is the sum of energies of each particle. In addition, interfacial energies must also be included in the calculation of the total free energy of the system. Interfaces in kMC are defined by neighbouring particles with unlike membership. Different types of interfaces with different energies can be defined. Neighbouring particles belonging to two different grains would define a grain boundary or grain particles forming an interface with pore particles would define a pore surface. Each of these can be given its own energy value. The total interfacial energy of the system is then the length in 2D or area in 3D of each interface multiplied by its interfacial energy per unit length or area. Thus, the sum of all unlike neighbour interaction energies of all the particles is $E_{\text{int}}$.

$$E_{\text{int}} = \sum_{i=1}^{N} \sum_{j=1}^{n} J_{q_i q_j}$$

where $i$ is each particle, $N$ is the total number of particles, $j$ is the neighbouring particle, $n$ is the total number of neighbours being considered, $q_i$ is the spin of particle $i$ and $J$ is the interaction energy between particles $i$ and $j$ of spins $q_i$ and $q_j$. The bulk energy of the system is the sum of the inherent energy of each particle and does not depend on its neighbours.

$$E_{\text{vol}} = \sum_{i=1}^{N} V_i$$

where $V_i$ is the volumetric energy of particle $i$. Examples of volumetric energy may be the volumetric chemical free energy, elastic strain energy or the irradiation damage energy stored in the nuclear fuel. The interfacial and volumetric energies are very versatile and can be formulated to match virtually any energy that is characteristic of real materials. They can be functions of microstructure or materials, so that as the system evolves due to changing chemistry or accumulation of irradiation or other damage, the particle energies can reflect their current thermodynamic state. This ability to easily tailor particle energies
makes kMC models highly versatile and widely applicable to many materials evolution processes.

**Evolution and kinetics**

kMC models have been shown to correctly simulate complex path-dependent evolutionary processes. They yield images with great detail of the microstructure and its evolution in response to a given set of starting conditions and applied conditions. The microstructure evolves in response to local conditions such as curvature, radiation damage, temperature, etc. These local conditions may also be changing with time and position. The basic mechanisms for change in a kMC model are the changes in membership of particles from one grain or phase to another or transport of the particles to a different lattice positions by exchanging places with neighbouring particles. These types of changes can be used to simulate many types of transport mechanisms such as grain boundary motion, surface and bulk diffusion, dissolution and precipitation and other mechanisms. The spin change event frequencies are determined using the standard Metropolis algorithm with Boltzmann statistics. A spin change event is identified. The change in total energy of a spin change event is calculated using the equation of state described in the previous section. The probability of this change is:

\[
P = \begin{cases} 
1 & \Delta E \leq 0 \\
\exp \left(-\frac{\Delta E}{k_B T}\right) & \Delta E > 0 
\end{cases}
\]

where \(k_B\) is the Boltzmann constant, and \(T\) is the simulation temperature. The change is performed with this probability by choosing a random number \(R\), uniformly distributed from 0 to 1. If \(R < P\), then the event is accepted and a change is made. If not then no change is made, and the original spin is restored. kMC models reduce the total free energy of the system and, when implemented correctly, reduce free energy along the correct kinetic path of microstructural evolution. These characteristics make the Potts model well suited for studying microstructural evolution in nuclear materials.

**Application of kMC model to nuclear materials**

The kMC model has been applied to a variety of processes that are relevant to the simulation of nuclear fuel, clads and other materials. Grain growth was the first and has been the most extensively studied microstructural evolution process. It has been shown that this model simulates curvature-driven grain growth with the expected kinetics of \(R^2 - R_0^2 = kt\), where \(R\) is the average grain radius and \(R_0\) is the average grain radius at time \(t = 0\) and \(k\) is a kinetic constant related to grain boundary diffusivity. Grain growth in systems with immobile, mobile and evolving pinning phases are important processes for nuclear fuels.

Nuclear fuels are often porous at the start of their service and become more so as fission gases are produced during in-reactor service. This porosity can move and coarsen as the matrix coarsens as well. Solid fission products often segregate to grain boundaries and pin them to effectively reduce or stop grain growth. This process has been extensively studied using the kMC model. Other fission products can segregate to grain boundaries
and pin them so that grain growth is suppressed even at high temperatures. This two-phase pinning model is described in detail elsewhere [6] and shown to incorporate all the processes necessary to simulate coarsening in a two-phase system such as that found in nuclear fuels. These processes include curvature driven grain growth mediated by pore drag on the grain boundaries, which leads to different grain boundary motion behaviours: slower grain boundary motion due to pore drag, grain boundary break away from very slow pores or complete stagnation of the grain boundary by pores.

In materials that have temperature gradients, particularly the large gradients seen in nuclear materials, microstructural evolution in different regions can vary greatly depending on the local temperature. Thermally activated processes such as grain boundary motion, and surface and bulk diffusion, occur at a faster rate at higher temperatures with the temperature-dependent rate or mobility $M(T)$ given by the Arrhenius relationship $M = M_0 \exp \left( -\frac{Q_A}{k_B T} \right)$ where $M_0$ is a pre-exponential constant and $Q_A$ is the activation energy for that process. In nuclear fuels and clads, most processes are indeed thermally activated, although a few are enhanced by radiation-induced defects as well. The thermally activated processes are treated in the kMC model by varying their mobility as a function of the local temperature. For example, grain growth. The grain boundary velocity $v$ is proportional to the driving force (curvature) and mobility as $v = M \kappa$ where $\kappa$ is the grain boundary curvature. This mobility term is introduced very easily in the kinetic equation as $PM = M(T)P$ where $PM$ is the temperature-dependent probability term and $P$ is the original probability. It has been shown by Garcia et al. [11] that under continuously varying temperature gradients, the kinetics and topology of the grain growth are locally normal. The local grain size and grain size distribution are the same in the temperature gradient as they would be at the same temperature in an isothermal grain growth simulation. This method for simulation of temperature gradients is correct as long as the mechanism for microstructural evolution and the corresponding activation energy remain constant over the entire temperature range. In two-phase systems, the Soret effect that segregates phases is important. This, too, can be simulated in the Potts model by introducing a heat of transport term, $Q_T$ into the energy of the system. An example that combines all the processes described above has been combined in one simulation for illustrating the model capability. Coarsening in a two-phase system with a thermal gradient applied is shown in Figure 1. Curvature-driven grain growth with a mobile pinning phase, in this case gas, is evolving in a temperature gradient. The gas pockets coarsen by coalescence and move by surface diffusion. As can be seen, coarsening is much faster at the high temperature region and the gas preferentially diffuses to the higher temperature region as this lowers the total free energy of the system.
Figure 1. Coarsening of grains and pores in a thermal gradient

Grains and pores coarsen more quickly at higher temperatures. Pores migrate to the high temperature end due to the Soret effect as shown by the difference in pore volume at the high-temperature edge between time $t = 49$ and 2,000 MCS.

Recrystallisation is an important phenomenon observed in LWR and some other fuels. Rollet et al. [12] developed a recrystallisation model and later used it to study abnormal growth [13]. Further evolution of this model was used to study dynamic recrystallisation [14]. A preliminary application of kMC model to study recrystallisation in the high burn-up rim region of LWR fuels was recently presented by Oh [15] and more developed by Madison et al. [16]. Another very important microstructural evolution process is swelling. This mechanism is very similar to densification during sintering of crystalline materials. A validated kMC model for sintering has been demonstrated by comparison to detailed experimental three-dimensional images of microstructural evolution in Cu powder compacts [17]. While almost all the basic microstructural evolution processes at the mesoscale have been simulated to varying degrees using kMC methods, their application to nuclear fuel and cladding is in its infancy. In order to make significant advances, the models have to be adapted to the specific application conditions of nuclear fuels and coupled so that many different processes (i.e., fission gas generation, diffusion, bubble formation accompanied by swelling and recrystallisation) can occur simultaneously. The adaptation of kMC models to the specific processes relevant to nuclear materials and development of coupled models is not trivial. However, the previous use of kMC models to correctly simulate various processes including coupled processes suggests that kMC is a powerful and useful method for modelling microstructural evolution in nuclear materials.

Current trends and future development of Potts models

Continued model development of the kMC model has taken the form of developing hybrid models that couple multiple materials physics that the kMC model cannot inherently treat. One of the early examples of this type of modelling was a sintering model that treated all the processes active during solid state sintering, except densification by annihilation using kMC. Densification, however, was simulated by a unique method of addressing global shrinkage based on the local microstructural configuration [17]. This is another example for simulation of recrystallisation. Application of the Potts model alone
with a volumetric free energy modified to include the strain energy density of dislocations in the metal could not simulate the kinetics of recrystallisation correctly. Rollett and Raabe [18] showed that a hybrid Potts cellular automaton model correctly simulated the kinetics of recrystallisation and Madison et al. [19] extended this model and applied it to simulate dynamic recrystallisation in the high-burn-up rim region of UO₂ fuels. In contrast, the phase-field model has remained essentially the same model. Its development has been in the form of introducing new phase fields to represent new physics. The numerical implementation of additional coupled fields has limited the advancement of phase-field models. Coupling phase fields which introduce additional physics is difficult as the development of free energy functionals that are numerically stable and converge to the correct solution is difficult. The evolution of the phase-field model is improved in numerical techniques to enable larger simulations with more coupling of the physics. Adaptation and use of advanced numerical solver that converges to solutions with less computation has been a large effort to improve phase-field model performance. Development of adaptive meshes that reduces computation in stable non-evolving areas away from the interfaces has been the focus of model improvement. Another is reassignment of degenerate grain orientation locally to both reduce the number of phase fields required and to prevent the artefacts introduced by having a limited number of grain orientations. An exciting development in mesoscale modelling has been the introduction of a hybrid model that couples phase-field with Potts model [20].

This type of hybrid combines the inherent efficiency and stability of the Potts model with the ability to treat continuously varying materials characteristics such as composition in the phase-field model to enable simulation of microstructural evolution in a new class of materials. One area of microstructural evolution problems has remained challenging. Models that can simulate microstructural evolution that is driven partially by mechanical stresses are the focus of much research. While, some solutions have been found under a limited set of conditions, the development of modelling techniques that would enable simulation microstructural evolution that is partially driving by mechanical stresses has not been achieved. The problems of interest to nuclear materials are swelling in nuclear fuels due to fission gas bubble formation, interactions between clad and pellet, hydride reorientation in cladding during long-term storage and many others.
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Abstract

This chapter presents the basic principles of cluster dynamics as a particular case of mesoscopic rate theory models developed to investigate fuel behaviour under irradiation such as in UO\(_2\). It is shown that as this method simulates the evolution of the concentration of every type of point or aggregated defect in a grain of material. It produces rich information that sheds light on the mechanisms involved in microstructure evolution and gas behaviour that are not accessible through conventional models but yet can provide for improvements in those models.

Cluster dynamics parameters are mainly the energetic values governing the basic evolution mechanisms of the material (diffusion, trapping and thermal resolution). In this sense, the model has a general applicability to very different operational situations (irradiation, ion-beam implantation, annealing) provided that they rely on the same basic mechanisms, without requiring additional data fitting, as is required for more empirical conventional models.

This technique, when applied to krypton implanted and annealed samples, yields a precise interpretation of the release curves and helps assess migration mechanisms and the krypton diffusion coefficient, for which data is very difficult to obtain due to the low solubility of the gas.

Cluster dynamics, a complementary method to mean-field models used in fuel performance codes for gas behaviour simulation

The behaviour of fission gases in fuel rods has been studied for decades and several performance codes [18,19,15,12] have been developed to account for gas release and fuel swelling. These codes rely on “mean-field models” of a single grain (or a slab) considered as a “locally homogeneous” material for which diffusion-precipitation-resolution equations describe the evolution of the concentrations of fission gas atoms and bubbles.
(xenon and krypton are the most abundant fission gases). The spatial variations of the concentrations across the grain can be taken into account to some extent, but very small scale variations, e.g., in close vicinity to bubbles or irradiation cascades, are smoothed, which justifies the terms “mean-field models” and “locally homogeneous”. As an example, a set of equations (Equation 1a to Equation 1d) are shown below, similar to those solved by the Margaret code to model the behaviour of Xe in UO₂ [12]:

\[
\frac{\partial}{\partial t}(c + m) = \beta + D \Delta c \tag{1a}
\]

\[
\frac{\partial}{\partial t}N = kc^2 - WN \tag{1b}
\]

\[
\frac{\partial}{\partial t}m = 2kc^2 + 4\pi \frac{R}{\delta} RDNc - (W + w)m \tag{1c}
\]

\[
\frac{\partial}{\partial t}m_v = \left(2kc^2 + 4\pi \frac{R}{\delta} RDNc - wm\right) + 4\pi R D_v N \delta c_v - W m_v \tag{1d}
\]

where \(c, N, m\) stand for the concentrations of dissolved Xe, nano-bubbles, and total precipitated Xe (in atoms or bubbles/cm\(^3\)), respectively, \(m_v = \frac{4\pi R^3}{3\delta} N\) is the total number of vacancies present in bubbles per unit volume (vacancies/cm\(^3\), the same dimension as \(c, N\) and \(m\)), so that \(m_v\Omega\) is the porosity of the material. \(\beta\) is the Xe source term, \(D\) the Xe diffusion coefficient, \(R\) the average radius of the bubbles. \(W\) and \(w\) are ballistic rates, the first one for bubble destruction and the second one for gas resolution (in s\(^{-1}\)). \(\delta c_v\) is a vacancy concentration differential explained below. \(\delta\) is a distance characterising the gas capture.

Specifically:

- Equation 1a is the mass balance for Xe and describes total concentration changes through creation or diffusion.

- Equation 1b shows that the total number of bubbles (only nano-bubbles are addressed in this simplified example) changes through nucleation, which occurs when two Xe atoms encounter each other, or ballistic dissolution, when a fission spike reaches a bubble.

- Equation 1c accounts i) for the increase in the total concentration of precipitated Xe when a new bubble is created or when an existing bubble attracts an extra Xe atom; and ii) for its decrease when a bubble is destroyed or partially dissolved by a fission fragment.

- Equation 1d is similar to Equation 1c, taking into account the fact that the volume of the bubbles can grow through vacancy capture, proportional to \(\delta c_v = c_v^{eq}(\infty) - c_v^{eq}(R)\), assuming that the bulk vacancy concentration follows the thermodynamic law \(c_v^{eq}(\infty) = \Omega^{-1} \exp\left(-E_v^{f}/kT\right)\), and the vacancy concentration near the bubble depends on the bubble pressure \(P\) and surface energy \(\gamma (c_v^{eq}(\infty) = \Omega^{-1} \exp\left(-\left(E_v^{f} + \Omega(P - 2\gamma/R)\right)/kT\right).\)

This kind of performance code relatively well reproduces the main operational features and post-irradiation observations resulting from the fuel evolution, in particular the gas concentration and release, swelling and porosity [4]. Many phenomena, however,
are included as empirical laws that do not depend upon a satisfactory and/or comprehensive understanding, thus reducing the reliability of the code when extrapolated beyond observations. For instance, at relatively high burn-up, a second type of bubbles of larger size appears at the centre of the fuel pellet [11]. In the model, this population does not appear as a result of nano-bubble evolution but is created according to an empirical relation. The analysis proposed in [4] shows that improvements in understanding should be achieved by taking into account the fact that the bubbles may exhibit distributed sizes and a gas content departing from the average. The bubble distribution could even be bimodal. Furthermore, a more realistic description of the bubble size and content evolution could be obtained by better accounting for the contribution of the isolated and aggregated self-defects generated in the material through the irradiation process. To our knowledge, no model including all these features has been applied to UO₂ in a PWR, especially in performance codes. Similar approaches are yet reported in [18] for high temperature of FBR fuel evolution. For instance, in the authors' own model, the bubbles are described by a discretised two-dimensional distribution function for radius and gas content, satisfying kinetic equations. The main mechanisms involved are bubble resolution and random or biased migration; the stoichiometry evolution is addressed as well and subsequent swelling and gas release are finally evaluated. In PWR fuels, [15] for instance, calculated the interstitial and vacancy bulk concentrations, as well as bubble average size and gas content, but not size distribution; [5] developed a cluster dynamics model that deals with the dislocation loop size distribution, but gas atoms and bubbles were not included in the model.

To improve the current operational models, a Cluster Dynamics (CD) model can be developed, aiming at calculating the time evolution of the concentration of clusters with various gas atom contents and sizes, as determined by elementary point defects (vacancies or self-interstitials).

**Principle of cluster dynamics**

Cluster dynamics is a chemical kinetics or rate theory method adapted to the simulation of the evolution of point defects, solutes and defect clusters (dislocation loops or bubbles) in materials at the grain scale [1]. In this method, the system investigated is seen as a gas of clusters of vacancies, interstitials and solute atoms; these clusters can show various sizes (including monomers). The properties of the system are spatially averaged and the positions of atoms or clusters are not considered, but spatial evolution of the cluster concentrations can be (but not described here). The evolution of the system is described by a set of differential equations on cluster concentrations and the model enables one to compute the evolution of the concentrations of all these clusters with time according to the various chemical reactions involved. Cluster Dynamics models have been extensively used in metallic systems, for example to study the behaviour of solid solutions in irradiated or non-irradiated metals [1].

Due to its low computer cost, cluster dynamics can handle long-term evolution that cannot be investigated through atomistic methods. Cluster dynamics enables the development of more general and precise models than standard operational rate theory models previously applied to nuclear fuels, which basically rely on the same physics, but make significant and poorly justified approximations on the cluster size distribution.
comparison, the complete and unbiased description of the cluster size distribution can be computed by cluster dynamics as a natural consequence of input parameters such as formation and migration energies. Thus, such a model, as it addresses size and time scales relevant to industrial issues, appears as a natural framework for utilising atomic scale studies.

A drawback of the method is the loss of space correlations between the elements in the material microstructure which is the price to pay for the substantial decrease in computational cost compared to atomistic methods. Nevertheless, the improved description compared to earlier rate theory models comes with an increased complexity of numerical resolution. Finally, while cluster dynamics has been extensively applied to metallic systems, there are very few applications reported for ceramic fuels [5].

A cluster dynamics model for Kr behaviour in UO$_2$

The results presented below are from the European F-BRIDGE Project [14]. The goal was the first application of cluster dynamics modelling to the behaviour of fission gases, and especially Kr, in UO$_2$.

The CD model is devoted to calculating the time evolution of the concentration $C_{n,p}$ of aggregates of $|n|$ elementary point defects (vacancies or self-interstitials) and $p$ gas atoms (xenon or krypton); with the spatial dependence of these quantities not taken into account. By convention $n$ is negative for vacancies, i.e., when clusters are voids or bubbles, and positive for self-interstitials, i.e., when clusters are dislocation loops. Loops incorporating gas atoms are not considered here. Because UO$_2$ is a diatomic material, several types of elementary defects should, in principle, be considered, as $V_O$, $V_U$, $V_U(V_O)_2$ for vacancies and $O_i$, $U_i$, $U_i(O_i)_2$ for interstitials. However the technique does not yet account for two different sub-lattices, so, in this study, we have assumed that vacancy and interstitial defects are $V_i(V_O)_2$ and $U_i(O_i)_2$ respectively, that is Schottky and anti-Schottky trios (or defects). Indeed, these defects are thought to be among the most favoured in the situations addressed here, namely close to stoichiometry [2]. Both elementary self-defects are supposed to be mobile and therefore likely to react with other point defects or clusters. The gas atoms are assumed to be mobile in two configurations, namely interstitial (i.e., (0,1) or Kr) or combined with a di-vacancy (i.e., (-2,1) or $V_2Kr$), as considered for various solutes in metals.

The evolution of each cluster concentration $C(n,p)$ is controlled by a Master Equation [1,6]:

$$
\frac{\partial_t C_{n,p}}{K_{(n,p)}} = \sum (m,q)_{\text{mobile}} J_{(n-m,p-q)+(m,q)_{\text{max}}(n,p)} - \sum (m,q)_{\text{mobile}} J_{(n,p)+(m,q)_{\text{max}}(n+m,p+q)} + G_{(n,p)} - K_{(n,p)}
$$

where the first and second terms are the sums of the net cluster fluxes to and from the $(n,p)$ cluster population, respectively. The third and fourth terms are the source and sink terms which account for the production of $(n,p)$ defects inside the displacement cascades and their elimination to sinks (e.g., free surfaces and grain boundaries) if they are mobile.

Each flux can be decomposed into absorption and emission rates.
Two release regimes can be distinguished: an initial burst (1st regime) is followed by a release roughly proportional to the annealing duration (2nd regime). Only the second follows the Fick’s law.

If we focus on the second regime and neglect the initial bulk trapping of the mobile krypton, the fractional release, $F$, can be fitted by the approximate expression $F = Dt/L^2$ ($D$ being the gas diffusivity, $L$ the implantation depth).
A SRIM [17] simulation yields $L = 70$ nm, and from a subsequent numerical fitting, an average value of the krypton migration energy of $\sim 4.5$ eV has been obtained, according to the equation $D = \nu a^2 \exp\left(-\frac{E_m}{kT}\right)$, $\nu$ being the Debye frequency ($10^{13}$ Hz) and $a$ the lattice parameter. Since DFT determination [7] of the Xe migration energy (1.6 eV) suggests that interstitial gas atoms are highly mobile, we assumed in this work, as developed below, that this rather low experimental diffusion coefficient corresponds to another mobile species, assumed to be $V_x$Kr. The released gas variation $K$ of Equation 4 for a mobile krypton simply yields: $K = \frac{D C}{L^2}$ ($C$ being the concentration of the corresponding krypton migrating species).

As stated above, the source term is evaluated on the basis of classical molecular dynamics simulations [8]. The cascade resulting from the implantation of a single ion (250 keV krypton ion or a fission product) is assumed to break down into 25 lower energy independent sub-cascades of $\sim 10$ keV each producing on average 20 Frenkel pairs: 3 cavities of 3 vacancies ($\langle-3,0\rangle$ or $V_3$), 3 loops of 3 self-interstitials ($\langle 3,0\rangle$ or $I_3$), and 11 additional isolated interstitials ($\langle 1,0\rangle$ or $I$) and vacancies ($\langle-1,0\rangle$ or $V$). Krypton is assumed to be inserted into an interstitial position during implantation ($\langle 0,1\rangle$ or Kr).

A first CD simulation of the implantation yields the initial cluster concentrations. Two steps are calculated: the first one results from the 0.5 s implantation and simply reflects the production rates integrated over the implantation time; the second one is obtained after an annealing period at room temperature during which the very mobile self-interstitial defects (see Table 1) migrate to the free surface or other vacancies and annihilate.

**Figure 1. Fraction of krypton released during the annealing experiment**

(solid lines: experiments, dotted lines: from fitting)

The formation and migration energies used in the model for the different elementary clusters are reported in Table 1. The formation energy of the self-interstitial is set at a very high value, practically preventing any thermal formation of Frenkel pairs while the other formation energies were taken from [3]. The migration energies are estimated by numerical fitting of the TDS experiments; initial estimates were based on atomistic
calculations of Xe migration energy [7] (assuming Kr and Xe have similar values) and on the Fickian analysis of the release curves for V$_2$Kr of Figure 1.

Table 1. Energetic and kinetic input parameters of the base defects (eV)

<table>
<thead>
<tr>
<th>Defects</th>
<th>V (-1,0)</th>
<th>I (1,0)</th>
<th>Kr (0,1)</th>
<th>VKr (-1,1)</th>
<th>V$_2$Kr (-2,1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Formation energies $E_f$</td>
<td>2.5</td>
<td>10</td>
<td>7</td>
<td>3.8</td>
<td>Thermodynamic model</td>
</tr>
<tr>
<td>Migration energies $E_m$</td>
<td>3</td>
<td>0.7</td>
<td>2.2</td>
<td>not mobile</td>
<td>4.5</td>
</tr>
</tbody>
</table>

Figure 2 shows the evolution of the different kinds of defects during annealing at 1 350°C. The figure and the corresponding reaction rates computed by CD reveal the following main features:

- The vacancies (green line) drive the system evolution, as they start to be mobile around 1 000°C: they aggregate to produce cavities ($V_n$) or bubbles ($V_{Kr}$) (summed for $n>1$ and represented by the thick green line); they also react with the loops and progressively “erode” them, finally yielding isolated interstitials according to reactions such as $nV + I_{n+1} \rightarrow I$. Eventually ($t \sim 10^3$ s), the vacancy concentration converges to the equilibrium value (dotted green line).

- The self-interstitials I, produced through loop “erosion” by vacancies, represent an appreciable concentration (red line) as long as loops (thick red line) exist in the material (seen up to 1 000 s). This concentration has an important impact on the initial gas release.

- Indeed, gas atoms, initially implanted in interstitial position (Kr, cyan dotted line), are rapidly trapped, mostly by vacancies (in $10^{-4}$ s), yielding VKr (blue dotted line), which is not mobile. Further vacancy captures produce $V_2Kr$ clusters (darker blue dotted line), which are again mobile. Both mobile species yield the cumulative krypton release of the dotted black lines (Kr is thin, $V_2Kr$ is thick).

The mechanisms of krypton release need some further analysis. Indeed, the very first burst of release is simultaneous with the trapping of interstitial krypton (Kr) by vacancies, and corresponds to its rapid migration to the grain free surface (first $10^{-4}$ s). An estimation of the time scale of Kr trapping by vacancies is $\tau = (4\pi RDG_y)^{-1} \approx 10^{-4}$ s, which confirms that there should be no more Kr released after this period. A careful analysis of the higher reaction rates reveals an intense “kick-out” reaction involving an SIA the ejection of a substitutional Kr into an interstitial site by a SIA according to the reaction $Kr: VKr + I \rightarrow Kr$. This reaction accounts for Kr presence as long as free interstitial atoms exist, i.e., until complete annihilation of the loops by the mobile vacancies ($t \sim 2 \times 10^3$ s). To summarise, krypton release can be explained by three successive mechanisms:

- $t < 10^4$ s: immediate release due to the migration of the initial interstitial krypton (Kr) while the rest remain trapped;
- $10^4$ s $< t < 2 \times 10^3$ s: release caused by interstitial krypton (Kr) produced by the kick-out reaction;
2. $10^3 \text{s} < t$: release caused by the substitutionally mobile ($V_2\text{Kr}$).

In conclusion, this first application of cluster dynamics to the interpretation of a TDS experiment yields interesting information, concerning mainly mechanisms, and, to some extent, energetic data.

First, in such a modelling framework, two distinct krypton migration mechanisms (one interstitial and one substitutional) are necessary to explain the complex release curves, namely the initial burst.

Second, migration energy can also be evaluated. For the krypton in substitutional position, the CD approach confirms the diffusivity evaluation obtained with a simple diffusion model applied to the late period of the experiments [9]. For the interstitial krypton, the fitting procedure yields a simultaneous and global estimation of the migration energies of all the remaining mobile species ($I$, $V$, $Kr$), which is less precise and should certainly be improved, for example through \textit{ab initio} calculations or devoted experiments.

Third, another important mechanism is evidenced as the “kick-out” reaction in which a self interstitial is replaced by a krypton atom in interstitial position. This mechanism basically relies on thermodynamic characteristics of the species involved in the reaction (i.e., the self-interstitial is much less soluble than the krypton), which motivates to determine more precisely the formation energy of the self-interstitial (i.e., anti-Schottky).

\textbf{Figure 2. Concentration evolution of the main classes of clusters for the annealing experiment at 1350°C}

\hspace{1cm}

\begin{figure}[h]
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\end{figure}

\textbf{Conclusion and future challenges}

Although cluster dynamics has long been applied to precipitation issues in metals, few examples exist concerning the behaviour of fission gas in PWR nuclear fuel. However, in this section, it has been demonstrated that the technique sheds light on aspects, and in particular mechanisms, which cannot be addressed with standard mesoscopic models used in fuel performance codes.
Cluster dynamics computes the evolution of the concentration of every type of point defect or cluster in a grain of material without any *a priori* choice concerning clusters or their reactions. As an interesting result of that, we have identified a potentially important “kick-out” mechanism that had not been anticipated prior to the calculations. Indeed, in-pile modelling of fission gas behaviour usually invokes ballistic gas resolution based on Nelson analysis [10] to account for the high dissolved concentration necessary to explain the gas release observed in irradiated UO$_2$. According to a recent evaluation of this resolution term [13] based on more precise techniques (coupled Monte Carlo/Molecular Dynamics), the gas resolution calculated by Nelson is 50 times too high; it can thus be inferred that this mechanism cannot alone explain the in-pile observed gas release. The kick-out mechanism, pointed out in this study, might be an additional possibility and should indeed be assessed in future work. In particular, CD should be validated on material undergoing irradiation.

Cluster dynamics, when applied to krypton implanted and annealed samples, yields a precise interpretation of the release curves and helps in assessing migration mechanisms. It also aids in the estimation of krypton diffusion coefficients, for which data are very difficult to obtain due to the low solubility of the gas.

Standard mesoscopic models are heavily phenomenological and rely on a rather limited set of effective parameters fitted from complex experiments, yet CD by contrast is based on a set of physical parameters (formation or migration energies of small clusters) describing the basic mechanisms (diffusion, capture, emission...) controlling the material’s evolution; these parameters can be evaluated by atomistic methods or dedicated experiments. An advantage of the CD approach is that the same basic mechanisms describe various operational phenomena (ion implantation, neutron irradiation, annealing...), allow a unique set of parameters to be valid for all these situations. In the same way, the impact of minor changes in material characteristics (composition...) could ideally be assessed by CD based on separated effects experiments in which these physical parameters are determined. Ion-irradiation experiments could be used for such an initial assessment, prior to a more complex neutron irradiation. This would simplify the material’s design process. Nevertheless, a temporary drawback of the approach is that the basic data necessary to assess the gas behavior in the material under irradiation remain difficult to obtain. Critical data may be missing or poorly known (migration energies of Kr, I, V, formation energy of I and I$_2$). More generally, a better knowledge of the real defects present in the material as a function of the stoichiometry is needed, so that the simplifying assumption of self-defects being equivalent to Schottky or anti-Schottky is better justified or improved. Indeed, in the near future, one can expect that basic data will be routinely available, from either atomistic calculations or dedicated experiments.

**References**
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Abstract
Computational thermodynamic, also known as the Calphad method, is a standard tool in industry for the development of materials and improving processes and there is an intense scientific development of new models and databases. The calculations are based on thermodynamic models of the Gibbs energy for each phase as a function of temperature, pressure and constitution. Model parameters are stored in databases that are developed in an international scientific collaboration. In this way, consistent and reliable data for many properties like heat capacity, chemical potentials, solubilities etc. can be obtained for multi-component systems. A brief introduction to this technique is given here and references to more extensive documentation are provided.

Introduction
This text intends to introduce the Calphad method used to model thermodynamics for multicomponent systems. The implications when it concerns dealing with many components and phases with strong deviations from ideality will be clarified. For an extended text please refer to Saunders [15], Hillert [6] or Lukas et al. [10].

The most important implication of thermodynamics is the second law, which defines the equilibrium state of a system. Thermodynamics gives relations between many observable properties like temperature, volume and heat. Some of these properties are also state variables, i.e., they are independent how the system reached its current state. With models how these state variables depend on temperature, pressure and composition, using experimental and theoretical data for a system, one can assess parameters which make it possible to calculate how a multi-component system will behave when changing different external variables. Such calculations are in principle only valid at the equilibrium
state but, as will be explained below, with a consistent thermodynamic modelling one can extrapolate the thermodynamic state variables and properties also very far from the equilibrium state.

**Some important relations**

In the basic thermodynamics, we learned that many observables, like temperature \( T \), pressure \( P \) and volume \( V \), are also variables of the state of the system, i.e., they are independent how that state was reached.

We then introduced several additional state variables (or functions) that are not observables but define important relations between them. The state variable mostly used for thermodynamic modelling is the Gibbs energy, \( G \) which is a function of temperature \( T \), pressure \( P \) and the amount of the components of the system \( N_i \), where \( i \) specifies the component.

\[
G = G(T, P, N_i)
\]  

(1)

The Gibbs energy \( G \) has a minimum, i.e., \( dG = 0 \), at the equilibrium of a system kept at constant \( T \), \( P \) and amount of components \( N_i \) and we express \( dG \) as:

\[
dG = \left( \frac{\partial G}{\partial T} \right)_{P,N_i} dT + \left( \frac{\partial G}{\partial P} \right)_{T,N_i} dP + \left( \frac{\partial G}{\partial N_i} \right)_{T,P,N_{jm}} dN_i
\]  

(2)

Partial derivatives are an important part of thermodynamics and from the derivation of the Gibbs energy we know that:

\[
S = -\left( \frac{\partial G}{\partial T} \right)_{P,N_i}
\]  

(3)

\[
V = -\left( \frac{\partial G}{\partial P} \right)_{T,N_i}
\]  

(4)

\[
\mu_i = -\left( \frac{\partial G}{\partial N_i} \right)_{T,P,N_{jm}}
\]  

(5)

where \( S \) is the entropy and \( \mu_i \) the chemical potential of component \( i \).

In order to model the thermodynamic properties of a system, we must consider that all thermodynamic systems consist of several phases and each phase must be modelled separately. As the Gibbs energy is an extensive property, we can formulate it also as a sum of the contributions from all stable phases:

\[
G = \sum_{\alpha} N^\alpha G_m^\alpha(T, P, x_i^\alpha)
\]  

(6)

where \( N^\alpha \) is the number of moles of components in phase \( \alpha \) per mole formula unit of the phase and \( G_m^\alpha \) is the molar Gibbs energy of the phase. The molar Gibbs energy depends on \( T \), \( P \) and the mole fractions of the components of the phase, \( x_i^\alpha \). The total amount of each component is also obtained by summing over all phases:
The sum of mole fractions is unity both in each phase and for the whole system as we have:

$$x_i = \frac{N_i}{\sum_j N_j}$$

The separation of the Gibbs energy into the sum over all stable phases is important as it makes it possible to model each phase separately.

The chemical potential of a component was defined above as:

$$\mu_i = \left( \frac{\partial G}{\partial N_i} \right)_{T,P,N_{\text{tot}}},$$

For an expression of the molar Gibbs energy, we can convert this to:

$$\mu_i = G_m + \left( \frac{\partial G_m}{\partial x_j} \right)_{T,P,s_{\text{tot}}} - \sum_j x_j \left( \frac{\partial G_m}{\partial x_j} \right)_{T,P,s_{\text{tot}}}$$

The difference is due to the fact that the molar Gibbs energy is for a system with fixed size and the $x_i$ are not independent as their sum is unity.

When we use this equation for a component $i$ of a single phase, we will call it a partial Gibbs energy and denote it $G_i$. At equilibrium, the partial Gibbs energy for the components must be the same in all stable phases and equal to the chemical potentials of the components.

Modelling the molar Gibbs energy

In this section, the basic techniques to model the molar Gibbs energy of a phase depending on its structure will be explained. Advanced topics such as magnetic contributions and short-range ordering are found in the references.

In the models, the Gibbs energy for a phase normally extends all the way to the pure elements even if the element is not stable for that particular phase. Estimates of the relative stability of such phases, known as “lattice stabilities” are very important in the modelling. Also for stable phases, like the liquid, extrapolations of the Gibbs energy to temperatures where the phase is not stable are important.

The configurational entropy is very important especially at dilute solutions or for systems with strong short order (sro). In Calphad, a simple ideal mixing of the constituents on the different types of sites in the phase is used in most cases. This has been one of the main criticisms of the Calphad technique for long time but for systems with 10-15 components the Calphad models are the only realistic method due to other uncertainties in the modelling. With better data and faster computers in the future more elaborate configurational entropy expressions may become more common.
Based on these estimates, the Calphad technique has an assessment procedure to fit the model parameters for the Gibbs energies for the phases in a system to experimental data on chemical potentials, enthalpies of mixing and transformation, heat capacities, etc. Recalculating the same data from the model with varying the parameters to minimise the difference.

**Modelling the gas phase**

The Gibbs energy of formation of each gas molecule \( j \) as a function of \( T \) and relative to some reference states (SER) of the elements \( i \) in the molecule (usually the stable state at 298.15 K and 1 bar) is denoted \( ^oG_j(T) \):

\[
^oG_j(T) = G_j - \sum_k b_{ji} H_{i}^{SER}(298.15)
\]

where \( b_{ji} \) is the stoichiometric ratio of element \( i \) in the molecule \( j \). As there is no zero point for the enthalpy, the individual values of \( G_j \) and \( H_{i}^{SER}(298.15) \) are meaningless. The pre-superscript \( ^o \) indicates that the parameter is for a single pure molecule. For gas molecules, such Gibbs energies are today calculated by first principle techniques taking into account all vibrational and rotational degrees of freedom of the molecule. There are several databases available with values of \( ^oG_j(T) \) for several 1 000 different molecules.

The molar Gibbs energy of an ideal gas is the sum of these Gibbs energies, weighted by the fraction of each molecule, \( y_j \), an ideal configurational entropy of mixing and the total pressure \( P \):

\[
G_m = \sum_j y_j \left( ^oG_j(T) + RT \ln(y_j) \right) + RT \ln(P)
\]

where \( R \) is the gas constant. This can be derived from the equation of state for one mole of a single component gas \( PV = RT \) as:

\[
G_m = \frac{P}{r} \int VdP = \int PdP = RT \ln \left( \frac{P}{P_0} \right)
\]

and the partial pressure of a gas molecule, \( P_j \) in an ideal gas is given by Dalton’s law:

\[
P_j = P y_j
\]

At equilibrium, the chemical potential of a gas molecule \( j \) is equal to the sum of the chemical potentials of the components \( i \) multiplied with the stoichiometric factor, \( b_{ji} \):

\[
\mu_j = \sum_i b_{ji} \mu_i
\]

As an example, the chemical potential of A\(_2\)B is given by:

\[
\mu_{A_2B} = 2\mu_A + \mu_B
\]
Modelling a crystalline solid phase

In the gas phase, we did not include any interactions between the molecules. For the condensed phases, this must be made and we have also other contributions, so we will write the general expression for the molar Gibbs energy as:

\[ G_{m} = G_{m}^{srf} - T \delta S_{m}^{E} + G_{m}^{phys} \]  

(17)

where \( G_{m}^{srf} \) is called the surface of reference for the phase, \( \delta S_{m}^{E} \) is the configurational entropy, \( G_{m}^{E} \) is the excess Gibbs energy and \( G_{m}^{phys} \) are special contributions due to ferromagnetic transitions or other particular physical properties of the phase.

Surface of reference and end-members

We will first discuss how the surface of reference and the configurational entropy can be modelled for different phases.

A solid phase normally has a well-defined crystalline structure and each such structure is treated as a separate phase. The model for the phase takes into account as much as possible the specific structure but considering that the modelling should extrapolate to 10-15 components, some simplifications are often used. This is not only due to the speed of computation but also because of lack of experimental or theoretical data in many binary and ternary systems. In particular, if the phase is not stable in these systems but may dissolve significant amount of these elements in higher order systems.

For a phase with a single set of lattice sites, we can use a substitutional solution of the constituents \( i \) and the surface of reference is:

\[ G_{m}^{srf} = \sum_{i} x_{i}^{*} G_{i} \]  

(18)

For example, for a phase where the A atoms occupy an FCC lattice and the interstitial B atoms another octahedral sublattice. We must take into account which constituents occupy the different sublattices in the modelling and for a system like A-C-B, the A and C atoms occupy the normal FCC lattice sites whereas B and vacancies (denoted “Va”) occupy the interstitial sites. We have:

\[ (A,C)_{1}(B,Va)_{1} \]  

(19)

The surface of reference for this ternary system has four terms:

\[ G_{m}^{srf} = y_{A}y_{Va} G_{A,Ya} + y_{C}y_{Va} G_{C,Ya} + y_{A}y_{B} G_{A,B} + y_{C}y_{B} G_{C,B} \]  

(20)

This model has four end-members representing the possible combinations of one constituent in each sublattice. The end-member represents a pure compound with fixed composition and this is the reason for the name Compound Energy Formalism (CEF). For the system above, \( (A:Va) \) represents pure A in the FCC lattice and \( G_{A,Ya} \) is its Gibbs energy function relative to the selected reference state for A. The same for \( (C:Va) \) even if FCC-C is never stable at normal temperatures and pressures. The end-member \( (C:B) \) represents the stoichiometric cubic phase that is stable in the C-B system and \( G_{C,B} \) is its
Gibbs energy relative to the reference states for C and B. Finally, the end-member (A:B) represents a meta-stable phase in the A-B system.

A possible Gibbs energy surface of reference is shown in Figure 1.

**Figure 1.** The sublattice model $(A,C)_1(B,V_a)_1$ for the fcc phase in the A-C-B system: The Gibbs energy surface of reference for a reciprocal system

The configurational entropy

In CEF, the configurational entropy assumes ideal mixing on each sublattice and this is simply:

$$S_{cm} = -R \sum_i \sum_j \alpha_{ij} \sum_{j'} y_{ij}^{(s)} \ln(y_{ij}^{(s)})$$

As the configurational entropy is evaluated separately for each sublattice, it will be zero for each end-member, i.e., when the phase has perfect long range order. There are more elaborate forms of the configurational entropy proposed by Cluster Variation Method (CVM) developed by Kikuchi [9] that also describes short-range ordering.

The excess Gibbs energy

The excess Gibbs energy is used to model the remaining part of the Gibbs energy needed to describe the difference between the real Gibbs energy and the contributions from the surface of reference and the configurational entropy. As we cannot measure the Gibbs energy directly we can only use indirect data like chemical potentials, enthalpies and solubilities.

For the simplest type of models with a single substitutional lattice, the excess Gibbs energy can be written as a sum of terms multiplied with two or more fractions:

$$E_G = \sum_i x_i \sum_{j>i} x_j \left( L_{ij} + \sum_{k>j} x_k L_{ijk} \right)$$

where $L_{ij}$ and $L_{ijk}$ are, respectively binary and ternary interaction parameters. It is possible to have quaternary parameters or higher order parameters but rarely used. These parameters often depend linearly on temperature and, in many cases, also on composition.
The composition dependence of the binary parameters is most often described by a Redlich-Kister series:

\[ L_{ij} = \sum_{v=0}^{n} (x_i - x_j)^v L_{ij} \]  

(23)

The upper limit of the sum, \( n \), should never exceed 3 as higher powers will extrapolate badly to multi-component systems for the composition dependence of ternary parameters [10].

For phases modelled with several sublattices, we can have the same kind of interactions on each sublattice. For the A-C-B system, the excess Gibbs energy will be:

\[ \sum_{v=0}^{L_{yyyy}} y_i y_j y_k y_m L_{yyyy} + y_i y_j y_k y_m L_{yyyy} + y_i y_j y_k y_m L_{yyyy} + y_i y_j y_k y_m L_{yyyy} + y_i y_j y_k y_m L_{yyyy} \]  

(24)

The first four terms represent binary interactions. They can be composition dependent as in Equation 23. The last term is known as the reciprocal parameter and is important to describe the contribution to the Gibbs energy due to short-range ordering.

**Ionic constituents**

In spinels and other oxide phases, the constituents have a net charge. Even if the electrons can jump easily from one ion to another it is possible to use ions as constituents and include them in the configurational entropy. For the spinel phase in the Fe-O system, called magnetite with the ideal stoichiometry Fe\(_3\)O\(_4\), the following model has been adopted [13]:

\((\text{Fe}^{+2}, \text{Fe}^{+3})_1(\text{Fe}^{+2}, \text{Fe}^{+3}, \text{Va})_2(\text{O}^{−2})_4\).

In a normal spinel we have only di-valent ions on the first sublattice and only tri-valent on the second but magnetite is an inverse spinel at low temperature with mainly Fe\(^{+3}\) on the first and equal fraction of Fe\(^{+2}\) and Fe\(^{+3}\) on the second. At higher temperature, the magnetite becomes more random and can also have deviations in stoichiometry towards higher oxygen content. This is modelled, according to experimental data, with an increase fraction of Fe\(^{+3}\) ions and addition of vacant sites on the second sublattice. Another example is the UO\(_{2±x}\) phase that has the C1 structure (Figure 2).

**Figure 2. C1 structure (CaF\(_2\) type) of UO\(_2\)**

A complete modelling of the thermodynamic properties of the UO\(_{2±x}\) fuel was performed by Guéneau et al. [4]. The simplest sublattice model including interstitial oxygen in the octahedral sites is: \((\text{U}^{+3}, \text{U}^{+4}, \text{U}^{+5})_1(\text{O}^{−2}, \text{Va})_2(\text{O}^{−2}, \text{Va})_1\). The three-sublattice
model leads to 12 end-member parameters to be determined from experimental data. New relationships were proposed by Sundman et al. [14] in order to relate these parameters to the energies of formation of point defects (interstitial and oxygen vacancies, as well as electrons and holes).

This model has been applied for the description of oxygen potential data in AmO_{2-x} by Besmann [17]. The model on UO_{2±x} fuel developed by Guéneau et al. has been extended to the description of (U, Pu)O_{2±x} fuels by Guéneau et al. [4] and (Pu, Am)O_{2±x} fuels by Gotcu et al. [18].

**Magnetic and other physical contributions**

In some phases, there is a significant contribution to the Gibbs energy due to ferromagnetic transitions. This depends on the value of the Curie temperature and the Bohr magneton number, both of which depend on the temperature. This has been modelled with a phenomenological model proposed by Inden [8]. The details are given in [10].

**Modelling the liquid**

The liquid is the most complicated phase to model. There are no fixed lattice sites in liquids. Anyway, many use a quasichemical model with an unphysical value of 2 for the number of bonds per atom. The reason a more physical value cannot be used is that we will then have a negative configurational entropy when the short-range order is so strong the phase would like to have long-range ordering, but is prevented to transform to such a state, because there are no sublattices [11,7].

Another approach is to model the liquid with molecules, known as associates, representing the compositions for short-range ordering. This sometimes gives wrong values for the partial enthalpies (and entropies) at dilute solutions.

Another model is to accept sublattices in the liquid, not assuming any fixed positions in space but only that cations and anions would never occupy the same positions. This is the one preferred as it has consistent extrapolations to simple regular models as well as strongly ionic ones. The main problem with this model is that it creates spurious miscibility gap in the liquid, mainly due to the lack of experimental information to determine reliable model parameters. This kind of model is used, for example, to model the liquid phase in the U–Pu–O–C system [4] using the following constituents:

\[(U^{+4}, Pu^{+3})_p (O^{2-}, Va^{+Q}, PuO_2, O, C)_Q\]

where the first sublattice contains the cations and the second one is filled with anions, hypothetical charged vacancies and neutral species. P and Q, the site numbers for the two sublattices, vary with the composition of the liquid to maintain electrical neutrality.

**Calculation of equilibria and phase diagrams**

With models of the molar Gibbs energy for the relevant phases, the equilibrium can be calculated by minimising Equation 6 for the relevant set of conditions. According to Gibbs phase rule one must set one condition for each component and two more for T and P:

\[f = n + 2 - p\]  \hspace{1cm} (25)
where \( f \) is the degrees of freedom, \( n \) is the number of components and \( p \) is the number of stable phases. If \( P \) is constant the 2 must be replaced by 1 and if also \( T \) is constant by zero. A unary system with \( n = 1 \) has no degrees of freedom if three phases are stable, we have an invariant equilibrium. If one changes \( T \) or \( P \) from this point one of the three phases will disappear.

When we have many components, the number of phases that must be stable to have an invariant equilibrium increases. For a binary system with fixed \( P \), the most common conditions for phase diagrams, we have also three phases stable at an invariant equilibrium.

All general softwares for thermodynamic calculations (Thermo-Calc [1], FACTSAGE [2], PANDAT [3], MTDATA [5], Gemini …) also allow conditions to be set on the chemical potentials or activities of the components. The activity, \( a_i \) of a component \( i \) is simply related to its chemical potential \( G_i \) as:

\[
a_i = \exp \left( \frac{G_i}{RT} \right)
\]

The reference state for the element must be specified for both chemical potentials and activities.

**The assessment procedure**

The Calphad technique is based on experimental data and its aim is to get a description of these experimental data as accurate as possible. The methodology is explained in Figure 3.

The first step consists in the critical analysis of the available data in the literature. Three kinds of data have to be analysed: the phase diagram data (phase boundaries), thermodynamic quantities such as chemical potential, heat capacity, enthalpy of formation and crystallographic data to define the sublattice model to describe the solid phases. The data are selected with an evaluation of their uncertainty.

The thermodynamic parameters corresponding to the sublattice model for each phase are then selected to be optimised using an iterative least square method to minimise the difference between the experimental and the calculated data from the model.

The main limitation of the Calphad method occurs when there is a lack of experimental data on some systems which are difficult to investigate experimentally. In that case, first-principle calculations can be useful to determine, for example, data of enthalpy of formation at 0 K for some phases. Examples of such studies on actinide systems by Turchi et al. can be found, for example, on the Pu-Am system [16].

Databases using the Calphad method are developed for nuclear material applications. A review was recently published by T. Besmann [20]. Among them, the NUCLEA and MEPHISTA databases are developed by Thermodata in Grenoble, France, for severe accident applications (thermodata.online.fr). The FUELBASE is a database for advanced nuclear fuel applications developed in CEA France in collaboration with European partners [4]. The NEA Project on Thermodynamics of Advanced Fuels International Database (TAF-ID) was started in 2013 among six countries such as Canada, France, Japan, Korea, the Netherlands and the US, co-ordinated by the NEA [21]. The objective
is to develop a thermodynamic database covering different types of fuels including minor actinides, fission products and structural materials. Databases on metallic fuels are developed in the US by P. Turchi et al. [16] and in Japan by Kurata [19].

Figure 3. Methodology to develop a thermodynamic database using the Calphad method [10]
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Peridynamics

D. Littlewood
Sandia National Laboratories, US

Abstract

Peridynamics, a nonlocal extension of continuum mechanics, is a natural framework for capturing constitutive response and modelling pervasive material failure and fracture. Unlike classical approaches incorporating partial derivatives, the peridynamic governing equations utilise integral expressions that remain valid in the presence of discontinuities such as cracks. The mathematical theory of peridynamics unifies the mechanics of continuous media, cracks, and discrete particles. The result is a consistent framework for capturing a wide range of constitutive responses, including inelasticity, in combination with robust material failure laws. Peridynamics has been implemented in a number of computational simulation codes, including the open source code Peridigm and the Sierra/SolidMechanics analysis code at Sandia National Laboratories.

Introduction to peridynamic theory

Peridynamics is a nonlocal extension of continuum mechanics [1-3]. In contrast to the classical approach, the balance of linear momentum is formulated as an integral equation that remains valid in the presence of material discontinuities such as cracks. In peridynamics, a material point \( \mathbf{x} \) interacts directly with all neighbouring material points \( \mathbf{x}' \) within a finite distance, \( \delta \), termed the horizon. The vectors connecting the point \( \mathbf{x} \) to its neighbours \( \mathbf{x}' \) are referred to as bonds.

The peridynamic balance of linear momentum at time \( t \) for the point \( \mathbf{x} \) in the body \( \mathcal{B} \) is given by:

\[
\rho(\mathbf{x}) \ddot{\mathbf{u}}(\mathbf{x}, t) = \mathbf{L}_u(\mathbf{x}, t) + \mathbf{b}(\mathbf{x}, t) \quad \forall \mathbf{x} \in \mathcal{B}, \ t \geq 0,
\]

\[
\mathbf{L}_u(\mathbf{x}, t) = \int_{\mathcal{B}} \left\{ \mathbf{T}[\mathbf{x}, t] \ (\mathbf{x}' - \mathbf{x}) - \mathbf{T}'[\mathbf{x}', t] \ (\mathbf{x} - \mathbf{x}') \right\} \ dV_{\mathbf{x}'} ,
\]

(1)
where $\rho$ is the material density, $u$ denotes displacement, and $b$ is an external body force. The force density at point $x$ due to direct interactions with neighbours $x'$ is given by the term $Lu(x, t)$. Here, $T[x, t]$ denotes the peridynamic force state for point $x$ at time $t$, described below, and $dV_{x'}$ is the volume associated with neighbour $x'$. Peridynamics is an extension of continuum mechanics in that the classical (local) equations are recovered in the limit as the horizon approaches zero, assuming the deformation field is sufficiently smooth [4].

One approach to discretising Equation 1 is the mesh-free approach of Silling and Askari [5]. Under this approach, the strong form of the balance of linear momentum is solved numerically by dividing the body $B$ into a finite number of cells, each tracked using a single node located at its centre. The integral expression in Equation 1 is replaced by a summation, yielding the discrete equation:

$$
\rho(x)\ddot{u}_i(x, t) = \sum_{i=0}^{N} \{ T[x, t] (x'_i - x) - T'[x'_i, t] (x - x'_i) \} \Delta V_{x'_i} + b(x, t),
$$

where $N$ is the number of cells in the neighborhood of $x$, $xt$ is the position of the node centred in cell $i$, and $\Delta V_{x'_i}$ is the volume of cell $i$.

Equation 2 requires evaluation of the pairwise forces $T[x, t] (x'_i - x)$ and $T'[x'_i, t] (x - x'_i)$, where the force states $T[x, t]$ and $T'[x'_i, t]$ are, in general, functions of the deformations of all nodes within the neighbourhoods of $x$ and $x'$, respectively. A constitutive model is a relation that determines the force state $T[x, t]$ in terms of the deformation state in the neighbourhood of $x$ and possibly other variables as well. Constitutive models for peridynamics generally fall into one of three categories: bond-based material models, state-based material models, and non-ordinary state-based material models (e.g., classical material models adapted for use within a peridynamic framework).

**Bond-based material models**

Bond-based material models are constitutive laws in which the pairwise force acting between material points $x$ and $x'$ is purely a function of their relative displacements [1,6]. In addition, this pairwise force always acts along the direction of the bond connecting $x$ and $x'$. Bond-based material models have the advantages of being computationally inexpensive and robust, making them a good choice for large-deformation simulations involving pervasive material failure. The most significant disadvantage of bond-based constitutive laws is their restriction to relatively simple two-point interactions. A notable consequence is the restriction of Poisson’s ratio to one quarter.

An example of a bond-based material model is the microelastic model proposed by Silling [1]. The magnitude of a force state for the microelastic material model is determined as:

$$
T = \frac{18k}{\pi \delta^4} \delta,
$$

where $\delta$ is the distance between the points, $k$ is a bond stiffness, and $\pi$ is the mathematical constant. This expression provides a simple and effective way to model small-scale interactions within the system.
where \( k \) is the bulk modulus, \( \delta \) is the peridynamic horizon, and \( s \) is the bond stretch, defined as:

\[
\delta = \frac{y - x}{x}.
\]  

(4)

Here, \( x \) is the length of the bond \((x' - x)\) in the undeformed configuration, and \( y \) is the bond length in the current configuration. The net force acting on a material point \( x \) is the sum of the pairwise forces between \( x \) and each of its neighbors \( x' \), where the magnitude of each pairwise interaction is computed by Equation 3 and the direction is given by the bond connecting \( x \) and \( x' \).

**State-based material models**

State-based material models are those in which the pairwise force between material points \( x \) and \( x' \) is a function of the deformations of all the material points within the neighborhoods of \( x \) and \( x' \), and possibly other variables as well \([2,7]\). State-based constitutive laws are significantly more general than bond-based constitutive laws. This allows for the modelling of highly complex material response, but may result in greater computational expense.

The linear peridynamic solid material model is one example of a state-based constitutive law \([2]\). It is an ordinary material model, meaning that the action of the force state at \( x \) on the bond \((x' - x)\) is directed along the bond:

\[
T[x, t] (x' - x) = t M[x, t] (x' - x),
\]  

where the magnitude is given by \( t \), and \( M[x, t] (x' - x) \) is the unit vector pointing from the deformed position of \( x \) to the deformed position of \( x' \).

The magnitude, \( t \), in a linear peridynamic solid is given by:

\[
t = \frac{-3p}{m} \omega \bar{e} + \frac{15\mu}{m} \omega \bar{e}^d, \quad p = -k\theta,
\]  

(6)

where the \( p \) is the peridynamic pressure, \( \theta \) is the peridynamic dilatation, \( m \) is the weighted volume at \( x \), \( \omega \) is the value of the influence function between cells \( x \) and \( x' \), \( x \) is the length of the bond \((x' - x)\) in the undeformed configuration, \( \bar{e}^d \) is the deviatoric part of the extension \( \bar{e} \), and \( \mu \) and \( k \) are material constants (the shear modulus and bulk modulus, respectively).

**Non-ordinary state-based material models**

A means for adapting classical material models for use with peridynamics was developed by Silling, et al. \([2]\). The approach is based on the evaluation of an approximate deformation gradient, \( \bar{F} \), at \( x \):

\[
\bar{F} = \left( \sum_{i=0}^{N} \omega_i \otimes X_i \Delta V_{x_i} \right) K^{-1},
\]  

(7)
where $\mathbf{K}$ is the shape tensor, defined as:

$$
\mathbf{K} = \sum_{i=0}^{N} \omega_i \mathbf{X}_i \otimes \mathbf{X}_i \Delta V_i .
$$

(8)

Here, $\mathbf{X}$ denotes a vector directed from $x$ to $x'$ in the reference configuration, $\mathbf{Y}$ denotes a vector directed from $x$ to $x'$ in the deformed configuration, $\omega$ is the value of the influence function between cells $x$ and $x'$, and $\Delta V$ is the volume of cell $x$. The approximate deformation gradient, as defined in Equation 7, allows for the computation of a strain measure or, alternatively, a strain increment, that can be passed to a classical (local) material model. The classical material model is expected to return stress which is then transformed into pairwise forces as follows:

$$
\mathbf{T} (x' - x) = \omega \sigma \mathbf{K}^{-1} (x' - x) ,
$$

(9)

where $\sigma$ is the Piola stress.

Constitutive models developed specifically for peridynamics are generally more robust than classical constitutive models that have been adapted for use within peridynamics, particularly in analyses involving extreme deformation and pervasive fracture. In addition, zero-energy modes are possible in the calculation of the approximate deformation gradient $\mathbf{F}$. Zero-energy modes may result in nonphysical motion of cells within a simulation, typically manifesting as rapid oscillations. The suppression of zero-energy modes is possible through a penalty approach analogous to hourglass control in classical finite element analysis [8,9].

**Modelling fracture**

Peridynamics includes a natural mechanism for modelling fracture through the breaking of peridynamic bonds. In an undamaged material, bonds connect a given cell $x$ to each cell $x'$ within its neighbourhood in the reference configuration. A damage law dictates the conditions under which individual bonds are broken. Material discontinuities, such as cracks, form as a result of the accumulation of broken bonds.

The critical stretch damage model is one example of a peridynamic bond failure law [5]. The critical stretch model assigns a damage value of zero (unbroken) or one (broken) as a function of the maximum stretch obtained by a bond and a critical stretch material parameter, $s_{\text{crit}}$. The damage value, $\phi$, is given by the:

$$
\phi = \begin{cases} 
0 & \text{for } s_{\text{max}} < s_{\text{crit}} \\
1 & \text{for } s_{\text{max}} \geq s_{\text{crit}} 
\end{cases}
$$

(10)

where $s_{\text{max}}$ is the maximum stretch,

$$
\frac{y_{\text{max}} - y}{x} .
$$

(11)
Here, \( y_{\text{max}} \) is the maximum distance between the bonded cells \( x \) and \( x' \) achieved over the duration of the simulation, and \( y \) is the distances between \( x \) and \( x' \) in the reference configuration. The use of the maximum distance, \( y_{\text{max}} \), ensures that the breaking of bonds is irreversible.

**Example applications**

Peridynamics has been implemented in a number of computational simulation codes, including the open-source code Peridigm and the Sierra/SolidMechanics analysis code at Sandia National Laboratories [10,11]. The following example simulations, carried out in Sierra/SolidMechanics, demonstrate the modelling capabilities of peridynamics. The first is a calibration simulation carried out under quasi-static loading conditions. The second is a transient dynamics simulation involving pervasive material failure.

**Simulation of a tensile test for model calibration**

The calibration of a peridynamic constitutive model against experimental data from a standard tensile test is illustrated in Figure 1. The simulation was carried out using a classical elastic-plastic material model with piece-wise linear hardening adapted for peridynamics via the non-ordinary state-based approach. The specimen material is annealed 304 L stainless steel. Experimental data was provided by Brad Boyce [12].

The peridynamic model was successful in reproducing both the measured force-strain response and the observed necking behaviour. Engineering strain, measured with a half-inch strain gauge located at the specimen centre, recorded strains in excess of 80\%, demonstrating the ability of peridynamics to model large-deformation plasticity.

**Brittle failure of an elastic disk resulting from impact**

Peridynamics is particularly well suited for the modelling of pervasive material damage [5,13]. Figure 2 illustrates peridynamics as a means to simulate dynamic fracture resulting from the impact of an elastic sphere with a brittle disk. The disk was modelled using the linear peridynamic solid material model. The projectile was modelled as linear elastic using...
classical finite elements. Interaction of the sphere and disk was achieved using the Sierra/SolidMechanics contact algorithm.

Figure 2. Simulation of fragmenting disk

(a) Disk prior to impact (b) Fracture process

Application of peridynamics to nuclear fuels

The cracking of nuclear fuel has direct, and often profound, impact on thermal conductivity and the release of fission products. The importance of capturing crack growth and fuel pellet fragmentation motivates the use of peridynamics, primarily because evolving material discontinuities are handled naturally within the peridynamic framework. Multi-scale and multi-physics peridynamic modelling are active areas of research. Recent applications of peridynamics to thermal-mechanical analyses, for example, provide an approach for capturing the swelling and subsequent cracking of fuel pellets due to high-thermal gradients through a straightforward inclusion of thermal strains in the peridynamic model. It is currently unknown, however, to what extent existing peridynamic models would need to be specialised to provide models of sufficient detail and accuracy to inform nuclear fuel fabrication and use. While significant research remains to be done, the inherent ability of peridynamics to model crack growth suggests a viable modelling strategy for nuclear fuels.

Conclusions and future challenges

Peridynamics is a consistent mathematical theory for modelling the initiation and propagation of cracks. There is significant potential to apply peridynamics to the modelling of nuclear fuels, in particular to the evolution of cracks in fuel pellets. Peridynamic modelling of nuclear fuels, however, will require the resolution of several open questions. The selection and calibration of peridynamic constitutive models and bond-failure laws for modelling specific fuel materials must be addressed. In addition, while peridynamics has been applied to thermal-mechanical phenomena and to coupled mechanics-diffusion scenarios, the application of peridynamics within the multi-physics environments affecting nuclear fuels remains an open area of research.
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Abstract

To identify the effect of microstructural parameters on the viscoplastic behaviour of nuclear fuels, micromechanical (also called homogenisation) approaches are used. These approaches aim at deriving effective properties of heterogeneous material from the properties of their constituents. They stand on full-field computations of representative volume elements of microstructures as well as on mean-field semi-analytical models. For light water reactor fuels, these approaches have been applied to the modelling of the effect of two microstructural parameters: the porosity effects on the thermal creep of dioxide uranium fuels (transient conditions of irradiation) as well as the plutonium content effect on the viscoplastic behaviour (nominal conditions of irradiations) of mixed oxide fuels (MOX).

Introduction

To assess the structural integrity of fuel elements, finite element computations are most of the time needed. These finite element computations require modelling the fuel element geometry, the loading imposed on its boundary as well as permanent strains occurring during the irradiation (thermals strains, irradiation induced swelling, etc.). In addition, the mechanical behaviours of the materials constituting the fuel elements have also to be known. For many structural components, elastic properties (Young modulus and Poisson ratio) as well as limit criteria (plastic stress or/and toughness) are often sufficient to assess the integrity of the considered component. Unfortunately, due to the high temperature experienced by the fuel element, the mechanical study takes the longest to know the mechanical behaviour of its constituents in the viscoplastic range. The viscoplastic range corresponds to the occurrence of inelastic strains called viscoplastic strain. A viscoplastic model allows computing these strains as a function of time, temperature and stress. These
viscoplastic models are generally derived from experimental tests like uni-axial creep tests or displacement controlled tests [1]. For instance, the steady-creep regime is often modelled by a power law relation between the viscoplastic uni-axial strain rate and the applied stress.

More recently, deductive approaches have been developed to represent the effect of microstructural parameters in mechanical models, for instance, porosity, grain orientation, and plutonium distribution (in mixed oxide fuels) are microstructural parameters considered hereafter. These deductive models are based on micromechanical approaches (also called homogenisation) which are shortly described in the first parts of this chapter. The second part is devoted to examples of application of such methods to nuclear fuels.

**A short review of micromechanical approaches**

Hereafter we consider a heterogeneous material whose heterogeneities are small compared with the dimension of a representative volume element (RVE) for which the mechanical model has to be established (scale separation). This is the case of cavities in UO$_2$ fuels: for usual fuels, voids length never exceeds the size of the grains while the dimensions of the RVE are about ten times larger. In the same way, for usual MOX fuels, we observe a heterogeneous distribution of plutonium: agglomerates length must stay above the characteristic length of the RVE.

To derive the macroscopic mechanical behaviour of the RVE, homogeneous stress or strain boundary conditions are classically imposed on the RVE boundary. The strain and stress-field solutions of this well-posed boundary value problem have to be chosen consistently with these boundary conditions. For such boundary conditions, the volume averages of the strain (stress) field equals to the macroscopic strain (stress) tensor applied at its boundary:

\[
\bar{\varepsilon} = \frac{1}{V} \int \varepsilon(x) dV \quad \text{and} \quad \bar{\sigma} = \frac{1}{V} \int \sigma(x) dV
\]

$V$ denotes the volume of the RVE. More details on the foundations of micromechanics can be found in [2].

Several micromechanical approaches are commonly used:

- full-field approaches consist in modelling a representative microstructure of the material and to solve numerically the boundary value problem described previously;
- mean-field approaches are based on analytic (or semi-analytic) solutions of an elementary problem modelling a simplified heterogeneity in an infinite medium;
- transformation-field analyses approaches use a decomposition of the microscopic anelastic strain-field on a finite set of transformation fields.

**Full-field approaches**

Full-field approaches consist in modelling a representative microstructure of the material and solving numerically the boundary value problem described previously. Apart from periodic microstructures encountered in some specific situations, general microstructures are disordered with two limit situations:
• Matrix-inclusions microstructures: one of the phases is geometrically continuous throughout the RVE (the matrix) and embeds inclusions. UO₂ fuel can be considered as a continuous UO₂ matrix containing voids (porosity), and MOX fuel can be as well considered as a continuous (U-Pu)O₂ matrix containing UO₂ and (U-Pu)O₂ inclusions. In that situation, tri-dimensional microstructures are modelled by positioning randomly inclusion centres in the matrix (see the random sequential adsorption algorithm (RSA) described in [3]).

• Polycrystalline microstructures: the heterogeneous material is made of a very high number of phases, no phase playing any prominent morphological role. In that situation, grains are generated thanks to a Voronoi mosaic [4].

The next stage consists in meshing the model of RVE and solving the associated boundary value problem. For instance, if the mechanical behaviour is linearly elastic at each point of the RVE:

\[
x \in V', \sigma_{ij}(x) = 2\mu' \varepsilon_{ij}(x) + \lambda' \varepsilon_{kk}(x)
\]

(summation on repeated indices). This relation corresponds to an isotropic behavior depending on the Lamé coefficients \((\mu', \lambda')\) for each phase \((r)\). The effective properties of the RVE are determined by its effective strain energy function:

\[
\mathcal{W}(\bar{\varepsilon}) = \min_{\varepsilon \in K} \left[ \frac{1}{2} \int_V \sigma(x) : e(x) dV \right]
\]

where \(K\) denotes a set of kinematically admissible strain field with the macroscopic strain \(\bar{\varepsilon}\).

For periodic boundary conditions, a resolution based on the Fast Fourier Transform (FFT) can also be used [5,6] for matrix-inclusions and polycrystalline microstructures, respectively). Main advantage of this method as compared to finite element resolution relies on the fact that it avoids the meshing of the microstructure.

**Mean-field approaches**

When the different phases constituting the RVE of the considered heterogeneous material obey to a linear elastic behaviour (for instance relation (1) in the isotropic case), bounds as well as estimates of the effective behaviour are available. Various estimates have been derived from the solution of the Eshelby’s problem [22] considering an elliptic inclusion submitted to a uniform strain free stress \(\varepsilon^0\) and embedded in an infinite medium (see Figure 1). The Mori-Tanaka estimates [8], well suited to matrix-inclusions microstructures, are derived by considering that each phase is surrounded by an infinite medium whose elastic behaviour is the matrix one. The self-consistent estimates [7], well suited to polycrystalline microstructures, are derived by considering that each phase (elastic modulus \(L'\), \(1 \leq i \leq n_p\)) is surrounded by an infinite medium whose elastic behaviour is the effective one \((L')\).
Bounds for the effective elastic modulus (or the effective compliance) can also be derived by considering the minimum potential energy theorem (respectively the complementary energy theorem). The sharpness of these bounds depends on the knowledge of the spatial distribution of the phases:

- Voigt and Reuss bounds are the bounds available if only the volume fractions of each phase are known. Voigt bound can be easily deduced from relation (2) by considering the kinematically admissible uniform strain field: \( \forall x \in V, \varepsilon(x) = \bar{\varepsilon} \). This yields the well-known mixture laws on the effective shear and bulk modulus.

- Hashin-Shtrikman type bounds [23] are available when the spatial distribution of the phases is isotropic [9] (for an ellipsoidal distribution of phases) and correspond to Mori-Tanaka estimates in particular situations.

Closed-form expressions of bounds and estimates are given in [2]. Additional methods used to derive bounds and estimates are also depicted in this paper.

When phases obey a linear viscoelastic behaviour, the total strain field can be decomposed as an elastic and a viscous field:

\[ x \in V, \varepsilon(x) = \varepsilon_e(x) + \varepsilon_v(x). \]

The deviatoric parts of the strain \( \varepsilon \) - stress \( \sigma \) relation is linear, for instance:

\[ x \in V, \varepsilon(x,t) = \frac{1}{2\mu_e} s(x,t) + \frac{1}{2\mu_v} \sigma(x,t) \quad (3) \]

The constitutive law (3) corresponds to a Maxwellian behaviour, representative of situations encountered for nuclear fuels (nominal irradiation conditions). The classical method to solve such a problem (the so-called Lee-Mandel correspondence principle) leads to a fictitious elastic problem in the Laplace-Carson domain:

Figure 1. Estimates and bounds of the effective properties of the heterogeneous material derived by the use of Eshelby’s solution
the Laplace-Carson of a given time function is given by: \( \tilde{f}(p) = p \int_0^{\infty} f(t) e^{-pt} \, dt \). Usual homogenisation methods can then be applied to estimate the Laplace-Carson transform of the effective creep or relaxation functions. The time-responses are then deduced by the inversion of the Laplace-Carson transform. For instance, the deviatoric part of the macroscopic stress-strain relation (isotropic effective behaviour) is given by the following integral relation (Stieltjes convolution product):

\[
\mathbf{s}(t) = \int_0^t \tilde{\mu}(t-u) \tilde{e}(u) du ,
\]

where \( \tilde{\mu}(t) \) is given by the inversion of its Laplace-Carson transform. In general, this inversion is performed numerically with a collocation method which consists in approximating the original functions as a sum of exponentials.

Extension to nonlinear behaviours remains a field of intensive researches [10], dedicated to the effective behaviour of viscoplastic polycrystals. In that situation, the strain-stress relation is nonlinear, for instance:

\[
x \in \mathcal{V}, \dot{e}(x,t) = \frac{1}{2\mu(t)} \ddot{s}(x,t) + \frac{3K}{2} (\sigma_{eq})^{-\frac{1}{n}} s(x,t),
\]

the viscoplastic part of the strain being a power law function of the stress. The case of porous material is of particular interest for nuclear fuels. In this last situation, the so-called elliptic potential [11] has been proved to be very efficient to predict the effect of the porosity on the steady creep of viscous materials obeying to a power law steady-creep behaviour. If the steady creep at nil porosity reads:

\[
\dot{e}_{(v)p} = K \sigma_{eq}^n
\]

the (macroscopic) viscoplastic strain of the porous material is derived from a macroscopic dissipation potential:

\[
\dot{e}_{vp} = \frac{\partial \Psi}{\partial \sigma}(\sigma, f) \text{ with } \Psi(\sigma, f; K, n) = \frac{K(d/T)}{n+1} \left( \frac{9A(f)}{4} \sigma_{eq} + B(f) \sigma_{eq}^3 \right)^{\frac{n+1}{2}} f \text{ denotes the porosity.}
\]

**Transformation-field approaches**

Transformation-field analysis [12] approximates local heterogeneous fields by piecewise uniform transformation fields \( \varepsilon_k^{vp} \):

\[
\varepsilon_{vp}(x,t) = \sum_{k=1}^m \chi_k(x) \varepsilon_k^{vp}(t)
\]

where \( m \) is the number of subdomains and \( \chi_k \) the characteristic function of the subdomain (equal to one in the subdomain, and zero outer), and \( \varepsilon_k^{vp} \) are internal tensorial variables.
The need for a finer subdivision of the phases stems from the intrinsic nonuniformity of the plastic strain field which can be highly heterogeneous even within a single material phase. To reproduce accurately the actual effective behaviour of the composite, it is important to capture correctly the heterogeneity of the viscoplastic strain field. This observation has motivated the method called nonuniform transformation-field analysis, proposed in [13], where the viscoplastic strain decomposition lay on plastic modes \( \mu_k \), which are nonuniform (not even piecewise uniform). These modes are identified numerically or analytically, along monotone loading paths in the space of macroscopic stresses corresponding to uniaxial tension and pure shear.

\[
\varepsilon = \sum_{k=1}^{M} \mu_k(x) \varepsilon_k^{vp}(t)
\]

Where \( M \) is the number of plastic modes, \( \mu_k(x) \) are tensorial plastic modes (viscoplastic strain field), and \( \varepsilon_k^{vp} \) are internal scalar variables.

**Application to the fuel mechanical behaviour**

For light water reactor fuels, we report here recent advances to derive the effective properties of two microstructural parameters: the porosity in uranium dioxide fuels as well as the plutonium content distribution in mixed oxide fuels.

**Porosity effects on the steady creep of UO\(_2\) fuels**

Starting from the elliptic potential (see Section ”Mean-field approaches”), Monerie and Gatt [14] have proposed the following viscoplastic dissipation potential well adapted to UO\(_2\) fuel:

\[
\Psi(\sigma, f) = (1 - \Theta) \Psi(\sigma, f; K_1, n_1) + \Theta \Psi(\sigma, f; K_2, n_2)
\]

with \( \Theta \) a function of the stress and temperature. \((K_1, n_1)\) are material coefficients corresponding to low values of temperature and stress (\(\Theta = 0\)) while \((K_2, n_2)\) corresponds to high values of temperature and stress (\(\Theta = 1\)). If the pores are submitted to an internal pressure \( p_{int} \) (elaboration process, gaseous fission product), the hydrostatic stress have to be shifted to \( \sigma_m + p_{int} \) in this last expression.

More recently, improvements of this modelling have been proposed in two complementary directions:

- a mean-field approach has been developed to represent the effect of two populations of voids of different sizes (see Figure 2a and [15,16]);

- full-field simulations of UO\(_2\) polycrystals have been achieved to represent the effect of crystal misorientations on the intergranular stress-field throughout a RVE (see Figure 2b and [17]).
**Figure 2a. Two populations of voids of different sizes**
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**Figure 2b. Stress field occurring in a UO₂ polycrystal**
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**Mixed oxide fuels**

Mixed oxide fuels display matrix-inclusions type microstructures whose behaviour in nominal conditions can be modelled as a linear viscoelastic one, the viscous strain in each phase depending linearly on the stress. In addition, this viscoelastic behaviour is ageing due to the temperature and irradiation dependencies of the creep. To derive effective properties in that particular situation, the classically used integral formulation of the effective behaviour (see relation (4)) is far less convenient than internal variables formulations with respect to computational aspects as well as theoretical extensions to ageing viscoelasticity. Recent works [18] have proposed to take advantage of the usual Prony series expansion of the effective properties to reduce the integral formulation to an equivalent internal variables formulation. Such formulation can lead to exact results for some particular situations as the ones studied for mixed oxide fuels considered as a two-phase [18] or three-phase [19] heterogeneous material. Direct extension to ageing viscoelastic behaviour is done by the use of an incremental formulation.

In parallel, full-field approaches have also been developed to compare mean-field approximated solutions to reference solutions (see Figure 3) while developments of an alternative approach based on these full-field simulation are in progress [20].
Conclusions

Through this chapter, mean-field and full-field approaches used to derive the overall viscoplastic behaviour of nuclear fuels have been shortly presented. Examples reported here are limited to light water reactor fuels but it should be noted that HTR fuels [21] and metallic uranium [24] have also been studied with such methodology.
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Abstract

The Finite Element Method (FEM) is a numerical technique for finding approximate solutions to boundary value problems. While FEM is commonly used to solve solid mechanics equations, it can be applied to a large range of BVPs from many different fields. FEM has been used for reactor fuels modelling for many years. It is most often used for fuel performance modelling at the pellet and pin scale, however, it has also been used to investigate properties of the fuel material, such as thermal conductivity and fission gas release. Recently, the United Stated Department Nuclear Energy Advanced Modelling and Simulation Program has begun using FEM as the basis of the MOOSE-BISON-MARMOT Project that is developing a multi-dimensional, multi-physics fuel performance capability that is massively parallel and will use multi-scale material models to provide a truly predictive modelling capability.

Introduction

The Finite Element Method (FEM) is a numerical technique for finding approximate solutions to Boundary Value Problems (BVP). In FEM, the domain is discretised into a number of small subdomains called elements, allowing for the generation of a system of discretised equations that can be combined to represent the continuous solution of the BVP. While FEM is commonly used to solve solid mechanics equations, it can be applied to a large range of BVPs from many different fields.

FEM has been used for reactor fuels modelling for many years. It is most often used for fuel performance modelling at the pellet and pin scale, and has been very successful. In addition, it has been used to investigate properties of the fuel material, such as thermal conductivity and fission gas release.
More recently, FEM is the basis of the US Department of Energy’s MOOSE-BISON-MARMOT (MBM) suite of fuel performance codes under development at Idaho National Laboratory (INL). MOOSE (the multi-physics object-oriented simulation environment) is a finite element-based numerical framework for solving partial differential equations (PDEs) and forms the basis for BISON and MARMOT. BISON is the macroscale fuel performance code that can model a large range of fuel geometries and fuel materials in 1D, 2D and 3D. MARMOT is a mesoscale simulation tool that predicts the impact of microstructure evolution on fuel properties to develop more mechanistic material models of radiation damage for use in BISON.

In this report, we summarise the past use of FEM for fuel performance modelling. We then summarise work using FEM to investigate fuel properties. Finally, we describe the MBM suite of codes and the application to fuel performance modelling.

FEM for macroscale fuel performance modelling

The goal of a fuel performance code is to calculate the internal temperature and mechanical state of the fuel and cladding while under reactor conditions, in order to establish quantitative operation guidelines to mitigate fuel duty-related failures. Fuel operates in an extreme environment that induces complex and often tightly coupled multi-physics behaviour. Adding to this complexity, important aspects of fuel behaviour are inherently multi-dimensional, examples include pellet-clad mechanical interaction, fuel fracture and non-axisymmetric neutronics and cooling.

Early fuel performance codes, such as FRAPCON [1], TRANSURANUS [2] and ENIGMA [3], focused on LWR fuel rods and approximated this complex behaviour using an axisymmetric, axially-stacked, one-dimensional radial representation (often referred to as 1½D) and finite difference numerical methods. Similar 1½D codes evolved that used FEM, such as FEMAX [4] and CYRANO [5].

EPRI’s FALCON code was the first 2D FEM-based fuel performance code developed in the US [6,7]. It models the thermal, mechanical and chemical behaviour of a single fuel rod during irradiation and can be applied to steady or transient operation. CEA’s first-generation fuel performance code METEOR 1D code, as well as TOUTATIS 3D, has been implemented in the PLEIADES platform [8]. PLEIADES has been under development for ten years and includes the multi-dimensional finite element solver CAST3M. ALCYONE is the PWR fuel performance code in the PLEIADES platform, and 3D simulations with ALCYONE are used to investigate localised fuel behaviour such as pellet clad mechanical interaction [9].

While FEM is used to solve for the thermomechanical behaviour of the fuel, materials models are required to set the various material properties and their evolution throughout the lifetime of the fuel. Historically, many of these models were developed by fitting to experimental data. However, since the 1980s’ researchers have also used FEM simulations of the fuel microstructure to elucidate its properties and how they change with radiation damage.
**FEM for fuel property modelling**

The earliest use of FEM as a tool for investigating UO$_2$ fuel properties found by the authors was by Oguma [10]. In this paper, a 2D mechanics FEM code was used to investigate the fracture pattern in UO$_2$ pellets after reactor start-up for various power levels. Since then, one paper has used FEM to investigate fission gas release using a 1D spherical approximation of a UO$_2$ grain [11], where the diffusion equation was solved via FEM. The impact of porosity and Pu content on the fuel viscoplastic behaviour has also been studied with FEM analysis (see Section III.09). However, the most common use of FEM has been to investigate the impact of the bubble and grain structures within the fuel on the fuel thermal conductivity.

Bakker et al. have written two papers in which bubble structures were reconstructed from micrographs of irradiated fuel and meshed for FEM analysis. 2D heat conduction simulations were then conducted using FEM across the reconstructed meshes to determine the effective thermal conductivity [12,13] (an example of the FEM mesh is shown in Figure 1a). Microstructures from SEM and EDS data on high burn-up MOX fuel were reconstructed as 2D FEM meshes [14]. Again, heat conduction simulations were used to determine the effective thermal conductivity of the microstructures, including the impact of metallic precipitates (see Figure 1b).

**Figure 1. FEM-based simulations investigating the impact of radiation damage on fuel thermal conductivity, where (a) is a FEM mesh with reconstructed bubble structure [12] and (b) shows the reconstructed microstructure [14] where metallic precipitates are in red, porosity in yellow and UO$_2$ in blue.**

**MOOSE-BISON-MARMOT**

The United States Department Nuclear Energy Fuels Modeling and Simulation (NEAMS) Program recognised a need for a modern, advanced 3D fuel performance capability that can model LWR accident conditions and new fuel and reactor concepts. The legacy US fuel performance codes have been under development for many years, and thus use older, serial code architectures. In addition, they are typically restricted to 1½D or 2D representations of LWR geometry. Finally, they employ materials models that are
empirical fits to experimental data and thus cannot be extrapolated outside the test conditions. Thus, NEAMS has funded a team of researchers from the Idaho and Los Alamos National Laboratories to develop the MOOSE-BISON-MARMOT, or MBM, suite of fuel performance codes.

MOOSE (Multi-physics Object-Oriented Simulation Environment) is a numerical framework that facilitates the rapid development of multi-physics simulation tools that solve systems of partial differential equations using FEM [15]. MOOSE uses modern object-oriented architecture and is massively parallel without requiring the user to write any parallel code. Though initially developed for fuel performance modelling, MOOSE now has users at laboratories, universities and industry across the world to develop advanced FEM-based simulation tools.

BISON is the NEAMS flagship fuel performance code and is based on the MOOSE framework [16]. BISON is a multi-dimensional code that can be run in 1D, 2D or 3D to represent desired fuel behaviour. It has been used to model LWR fuel, as well as TRISO [17] and metallic fuel. BISON models the thermomechanical behaviour of the fuel and cladding, as well as species diffusion. The pellet-cladding interaction is modelled with advanced contact algorithms that function with parallel computing and implicit time integration. BISON has been coupled to neutronics and coolant flow codes for full core simulations and to mesoscale codes to represent the impact of radiation damage. An example of a 3D BISON simulation is shown in Figure 2a.

BISON was initially developed using traditional materials models, however advanced mechanistic models are under development using multi-scale modelling and simulation to supplement difficult to perform experiments. Simulations at the atomic and mesoscales are used to predict the radiation-induced microstructure evolution and the impact of the microstructure on the fuel properties. These results are then used in the development of mechanistic materials models correlated to evolving variables that describe the current state of the microstructure [18]. When complete, these new materials models will provide a predictive fuel performance modelling capability.

The MOOSE-based MARMOT code has been developed to model the co-evolution of microstructure and properties due to applied load, temperature and radiation damage. The microstructure evolution is modelled with the phase-field method fully coupled with computational mechanics and heat conduction equations. This set of multi-physics equations is solved with FEM using MOOSE [19]. The models are quantitative and use material properties from experiments or from atomistic simulation (molecular dynamics and density functional theory). MARMOT has been used to investigate microstructure evolution, including bubble growth and migration [19,20] and grain boundary migration and grain growth [21, 22]. It has also been used to investigate the impact of GB bubbles on the fuel thermal conductivity [18,23]. An example of a MARMOT simulation is shown in Figure 2b.

Though the MBM codes are still under development, they are already being used to understand and predict fuel performance for a wide range of different types of reactors. As this work progresses, it will become a powerful tool for modelling fuel performance from its initial assembly, lifetime in the reactor and final disposition.
Conclusion and future challenges

FEM is a powerful numerical tool that has been used for many years in a large range of applications. For fuel modelling, FEM has been effectively used to model fuel performance and to investigate the impact of radiation damage on the fuel material behaviour. Now, the US NEAMS project is using FEM as the basis of the MBM project that is developing a multi-dimensional, multi-physics fuel performance capability that is massively parallel and will use multi-scale materials models to provide a truly predictive modelling capability. Though FEM has been successfully applied to fuels modelling, there are challenges. For macroscale fuel performance modelling, one challenge is in directly modelling the fragmentation of the fuel pellet, as discrete crack formation and propagation is difficult with FEM. Generalist FE codes, like CAST3M FE, can model this behaviour to some extent, as demonstrated in [24] in which a viscoplastic law for creep is coupled with a multi-surface plastic softening law for cracking to represent crack development in PWR fuel pellets. A challenge comes in being able to perform massively parallel simulations with such models. Another challenge is modelling the contact between fuel and cladding, especially in 3D. An additional challenge arises as efforts are made to concurrently couple microstructure FEM models with fuel performance codes, due to difficulties in bridging the disparate length and timescales.
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Abstract

The effects of the shape and distribution state of voids on the thermal conductivity of UO$_2$, and the temperature distribution and heat flow within the irradiated MOX fuel were evaluated by finite element analysis. Although the work is still in progress, some preliminary results are presented.

Introduction

Among the various properties of a nuclear fuel, thermal conductivity is considered to be one of the most important for determining fuel temperature. The thermal conductivities of uranium dioxide (UO$_2$) and mixed oxide (MOX) ((U,Pu)O$_2$) fuels have been investigated by a number of researchers thus far [1].

The thermal conductivity of a nuclear fuel is affected by a number of factors. In particular, accumulation of fission products (FP) and structural rearrangement occur in fuel pellets under irradiation, and the thermal conductivity of the fuel pellets changes significantly.

Solid FPs show complex behaviour depending on the environment of the fuel. Specifically, they directly react with UO$_2$ or (U,Pu)O$_2$, and form compounds with other associated FPs. Solid FPs present within a nuclear fuel, depending on their form, can be classified into three categories, a fuel matrix phase (for example, (U,Pu,Ln)O$_2$, Ln = rare-earth element), an oxide precipitate phase (for example, BaZrO$_3$), or a metal precipitate phase (Mo-Ru-Rh-Pd alloy) [2-4]. On the other hand, pronounced structural rearrangement occurs in fast reactor fuel, which has a high fuel pellet centre temperature and a sharp temperature gradient. As a result of vapourisation and translocation of various chemical species within the fuel, the structure of irradiated fuel pellets is extremely complex. In other words, a nuclear fuel after irradiation can be called a multi-component
fuel consisting of various phases and components, with a complex microstructure. However, there have been no detailed studies on the properties of such a multi-component fuel, particularly its thermal conductivity.

Accordingly, in this research, we attempted to evaluate the thermal conductivity of multi-phase, multi-component systems using finite element analysis. This evaluation was done in two stages. In stage 1, a case was assumed wherein various shaped voids are distributed in UO₂, and together with evaluating the validity of the computational method, the effects of these voids on the thermal conductivity of UO₂ were assessed. In stage 2, a part was cut out from a metallographic photograph of an MOX fuel actually irradiated in the experimental fast reactor JOYO. The effects of the accumulation of a FP precipitated phase and the complex microstructure on the temperature distribution and heat flow within the fuel pellet were then evaluated.

**Figure 1. Evaluation of thermal conductivity by finite element analysis**

We briefly summarise here the method used for evaluating the thermal conductivity by finite element analysis. The method is shown in Figure 1. The computational system assumes a two-dimensional surface. An adiabatic state is assumed at the upper and lower ends of the computational system, and a given value of surface heat flux $Q$ is applied uniformly. The temperature at the right end in Figure 1 is fixed at $T_1$, and the average temperature at the left end, when it has risen and reached a steady state, is $T_2$. In addition, the distance between the left and right ends is $\Delta x$. The heat flux value is set so that the temperature of the left side becomes a few °C to a few tens of °C higher than the fixed right-side temperature. At this point, the thermal conductivity of the system $\kappa$ can be evaluated from the following equation:

$$ Q = \kappa \frac{T_2 - T_1}{\Delta x}. $$

In assessing the thermal conductivity of such a multi-phase system, it was assumed that each phase tightly adhered to the other, and that there was no temperature difference at the boundaries. In addition, in performing the finite element analysis, thermal conductivity values for each phase were needed as input data; in order to meet the
objectives of the calculation, therefore, thermal conductivity values selected from the
literature data [5] and measured values previously obtained by our group [6, 7] were used
as input data.

**Figure 2.** The four types of computational systems used for evaluating thermal conductivity
by finite element analysis, the mesh models thereof, and the temperature distributions
of the system obtained by computation

Effect of porosity on the thermal conductivity of uranium dioxide

In order to prove the validity of the method for evaluating the thermal conductivity by
finite element analysis, the shape and dispersion state of voids that affect the thermal
conductivity of UO₂ were evaluated. Here, the thermal conductivity for UO₂ reported by
Washington [5] (Equation 2) was used as the input data. In addition, the thermal
conductivity of Ar was used as the thermal conductivity for the voids.

\[ \kappa_{\text{UO}_2} = \left(0.035 + 2.25 \times 10^{-4} T \right) + 83.0 \times 10^{-12} T^3 \]  

(2)

The computational systems used in this study are shown in Figure 2. Four systems
were constructed, and the temperature dependence of the thermal conductivity was
evaluated for each. In all of the systems, the porosity was assumed to be 10%, and two
types of void shapes, circular and rectangular, were assumed. For the rectangular shaped
voids, cases were assumed wherein their long axis was aligned vertically, horizontally, and
45° to the heat flow. The diagrams shown in the centre column in Figure 2 show the
mesh partitions used in the finite element analysis of the computational system. Thermal conductivity data for UO₂ were input into the mesh at the locations corresponding to the matrix phase, and thermal conductivity data for Ar were input into the mesh at the locations corresponding to the voids. The diagrams shown in the right column in Figure 2 show the temperature distribution for the case where a specified heat flux was input from the left side of the system, and a steady state was reached.

The temperature dependence of the thermal conductivity for each computational system obtained by finite element analysis is shown in Figure 3. The thermal conductivity for UO₂ and Ar used as input data are also shown for reference. It is seen that reasonable results were obtained for the thermal conductivity of all four computational systems in that the values obtained were between the thermal conductivities of UO₂ and Ar. In addition, in looking in detail at the distribution state of the rectangular shaped voids, it was seen that the thermal conductivity became smaller in descending order of the case with voids positioned horizontal to the heat flux (Model C), then the case with voids positioned at 45° (Model D), and finally the case with voids positioned vertical (Model B). On the other hand, the value determined for the circular-shaped voids (Model A) was between that of Model C and Model D.

Figure 3. Temperature dependence of the thermal conductivity of UO₂ containing 10% voids (Ar) obtained by finite element analysis (comparison of results obtained for computational systems A through D; the red line represents computed values determined using Formula (3))

![Graph showing temperature dependence of thermal conductivity](image)

A number of formulas exist for expressing the porosity dependence of thermal conductivity. Here, the porosity dependence of the thermal conductivity of UO₂ was evaluated using the representative formula (Equation 3) shown below [8], and this was compared to results from finite element analysis shown previously.

\[
\kappa_p = \kappa_0 (1 - P)^{1.5}
\]  

(3)

In Formula 3, \(\kappa_p\) is the thermal conductivity for the case containing voids, \(\kappa_0\) is the thermal conductivity for the case where porosity is zero, and \(P\) is the porosity. The red line in Figure 3 shows results for calculations using Formula 3 of the thermal conductivity of UO₂ with 10% voids. The values calculated from Formula 3 were confirmed to be in good agreement with the results for Model A that had circular shaped voids.
From the above, it was confirmed that the porosity dependence of the thermal conductivity of UO$_2$ in response to various void shapes and distribution states could be evaluated by finite element analysis. In addition, the results obtained agreed well with the results of established formulas expressing the porosity dependence of thermal conductivity reported in the past.

**Thermal conductivity evaluation of high burn-up mixed oxide fuel**

In evaluating the thermal conductivity of irradiated MOX fuel, finite element analysis was carried out by constructing a computational system from three phases: a matrix phase, a precipitate phase, and voids (cracks), and inputting the thermal conductivities for the respective phases. In this analysis, the actual thermal conductivity values previously measured by our group [6, 7] were used for the thermal conductivities of the fuel matrix phase and the metal precipitate phase. Thermal conductivity data were obtained for three types of samples with a composition represented by $(U_{0.65-x}Ce_{0.3}Pr_{0.05}Nd_x)O_2$ ($x = 0.01, 0.08, 0.12$) as the simulated matrix phase [6], and here, results obtained for $x = 0.12$ were used, which have the maximum FP content. On the other hand, thermal conductivity data were obtained for Mo-Ru-Rh-Pd alloys of various compositions for the metal precipitate phase [7], and of these, the actual measured values for the metal precipitate phase of the composition exhibiting the highest thermal conductivity among these were chosen as the input data. For voids (cracks), the thermal conductivity of Ar was used, similar to the evaluation of the porosity dependence of UO$_2$. The temperature dependence of thermal conductivity is shown in Figure 4 for the matrix phase, $(U_{0.55}Ce_{0.3}Pr_{0.03}Nd_{0.12})O_2$, and the metal precipitate phase, Mo-Ru-Rh-Pd alloy, used as input data.

**Figure 4. Temperature dependence of thermal conductivity of the matrix phase [4] and the metal precipitate phase [5] used as input data**

For evaluating the thermal conductivity of the irradiated MOX fuel, we attempted to construct a computational system for finite element analysis from metallographic photographs of the MOX fuel that had been actually irradiated in a fast reactor to the point of high burn-up. A metallographic photograph of the cross-section of an irradiated high burn-up MOX fuel pellet is shown in Figure 5(a). This photo was obtained after irradiation of the MOX fuel pellet that reached a maximum high burn-up (approximately 144 GWd/t) in the experimental fast reactor JOYO [4]. Characteristics of the structure of
this fuel include a continuously changing structure in the radial direction of the fuel pellet, the shape of the outermost periphery of the pellet being severely uneven and the clear presence of a gap between the fuel pellet and cladding tube, and the precipitation of a coarsened white metal phase from near the centre hole to the radial intermediate area of the fuel pellet.

Figure 5. A cut-out of the computational system obtained from an irradiated high burn-up MOX fuel and evaluation of thermal conductivity by finite element analysis (heat is assumed to flow from left to right in the computational system)

(a) Metallographic photograph of a cross-section of an irradiated high burnup MOX fuel pellet
(b) Computational object cut out from photo (a)
(c) Computational object cut out from photo (b)
(d) Computational system prepared based on photo (c)
(e) Mesh model prepared based on photo (d)
(f) Temperature distribution of the computational system
(g) Vector diagram of heat flow in the computational system

Figure 5(b) shows a cut-out of part of the metallographic photo in Figure 5(a). The region enclosed within the white lines in this figure was the object of finite element analysis. A constant quantity of heat was assumed to flow from the left of observer, and we attempted to visualise the temperature distribution and heat flow of the system. The cut-out region enclosed by the white lines in Figure 5(b) is shown in Figure 5(c). In
Figure 5(d), the regions representing the matrix phase, the metal precipitate phase, and voids (cracks) are outlined based on the image analysis of Figure 5(c). The regions in Figure 5(d) partitioned into a mesh are shown in Figure 5(e). In Figure 5(c), the regions indicated by the white round shapes correspond to the metal precipitate phase, the regions represented by black correspond to voids and cracks, and the other gray-colored regions correspond to the matrix phase.

The temperature distribution of the computational system and a heat flow vector diagram are shown in Figure 5(f) and (g), respectively. In Figure 5(f), it was confirmed that the temperature rose due to the heat flux from the left end of the computation system and that there was a temperature gradient from left to right. In addition, it was confirmed that there was practically no temperature rise in the region at the top right of the computational system. On the other hand, from Figure 5(g), it was confirmed that the heat flow was impeded by the large cracks cutting across the top part of the computational system at a slant. This is the reason why almost no temperature rise occurred in the upper right region of Figure 5(f). Also, it was found that while heat had been assumed to flow into the upper right region of the computational system via the metal precipitate phase present at the cracks, since the region through which heat could flow was narrow, the heat flow stagnated. Not only the chemical make up and components but also the microstructure of the fuel was found to have large effects on the thermal conductivity of fuel pellets.

From the above analysis, it became clear that in multi-component fuels having complex microstructures such as irradiated fuels, the temperature distribution of fuel pellets and the heat flow within the fuel change significantly due to the presence of the FP precipitate phase, voids, cracks, and similar defects.

Conclusion and future challenges

In this research, the effects of the shape and distribution state of voids on the thermal conductivity of UO₂ and the temperature distribution and heat flow within the irradiated MOX fuel were evaluated by finite element analysis. The results obtained were reasonable in all cases. From this work, upon evaluating the thermal conductivity of irradiated fuels having complex phase states and microstructures, it was confirmed that the finite element analysis is extremely useful. In addition, this technique is not limited to just evaluating the thermal conductivity of fuel pellets. For example, because this technique could be used for applications such as evaluating the mechanical properties of light water reactor cladding tubes in which hydrides have precipitated, its use in broad-ranging fields is anticipated in the future.
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Abstract

The simulation of the cylindrical fuel rod behaviour in a reactor or a storage pool for spent fuel requires a fuel performance code. Such tool solves the equations for the heat transfer, the stresses and strains in fuel and cladding, the evolution of several isotopes and the behaviour of various fission products in the fuel rod. The main equations along with their limitations are briefly described. The current approaches adopted for overcoming these limitations and the perspectives are also outlined.

Main equations

The ultimate goal of simulating nuclear fuel is to predict a fuel rod’s behaviour and lifetime in a reactor. Doing so requires taking into account the coupled effects of heat transfer, the mechanical interaction between the fuel and its surrounding protection, the isotopic evolution caused by the irradiation and the chemical interactions between fuel, fission products, cladding and coolant [1-3]. The simulation of the fuel behavior requires therefore fuel performance codes, which are being used by safety authorities, research organisations and fuel vendors.

In view of the strong interactions between the various aspects of fuel performance and the resulting mathematical problems, several assumptions are introduced for rendering the set of equations amenable to an accurate numerical solution after a reasonable computation time. The first important assumption deals with the rod geometry. Most fuel performance codes consider a cylindrical geometry and assume axisymmetry [2]. For example, Figure 1 shows a computational domain consisting of a cylindrical UO₂ fuel pellet and zircaloy cladding separated by a helium gap. Furthermore, the radial temperature gradient is considered to be much larger in comparison with the axial temperature gradient. As a result, a majority of the codes represent the cylindrical
fuel rod in a so-called one-and-a-half dimension, whereby all transport processes are solved in one (radial) dimension, and the axial segments are coupled via balance equations.

The heat transfer is generally solved in a section of slice of fuel as a sequence of heat transfers between different heat resistances: the fuel, the fuel-to-cladding gap, the cladding (and its outer corrosion layer) and finally the barrier between the cladding surface and the bulk of the coolant [3]. Apart from the fuel and the cladding, in which the Fourier equation is solved with the fission rate density or the gamma heating providing the main heat source, all thermal resistances are represented by heat transfer coefficients. The heat transfer in the gap is both important and very delicate to assess as it is very sensitive to the gap size and the gas composition, hence it is strongly affected by the uncertainties pertaining to the other aspects of the fuel behaviour. The boundary conditions usually applied consist of the Dirichlet boundary condition at the cladding surface and the Neumann boundary conditions at the fuel pellet centre because of symmetry [3].

**Figure 1. Typical schematic representation of a rod in a fuel performance code**

The assessment of the stresses and strain in a section of the fuel rod is usually based on the solution of the equilibrium relation, the compatibility equation and the constitutive equations [3]. The main difficulties arise because of the cracking of the pellets and the relocation of the fuel fragments. The boundary condition at the outer surface is determined by the coolant pressure and either the rod inner gas pressure in the event of an open gap situation or the contact pressure between the fuel and the cladding when the gap is closed. The boundary condition at the pellet centre is determined by the inner gas pressure in the case of hollow pellets, and by the equality of the tangential and radial deformation in the event of solid pellets.
The fission product behaviour in each axial slice of the fuel rod is generally considered to occur in two steps [3]. The first step consists of the production and subsequent migration in the grains. This is usually dealt with by means of a diffusion equation in a sphere. The second step consists of the development of grain boundary bubbles that grow until they interlink and form a tunnel network through which the insoluble fission products can be released. Because of the large uncertainties pertaining to the parameters of interest, and in particular to the diffusion coefficient that can vary by a factor 5 up or down, simple ordinary differential equations are usually solved to describe both the fission product release and the gaseous swelling caused by insoluble fission products such as Xenon and Krypton.

**Current approaches to deal with limitations**

In order to cope with large local deformations, such as those occurring in the cladding, for instance, during loss of coolant accidents, some codes either provide a separate tool to analyse local deformations and stresses in two dimensions by means of finite element calculations such as the FEMAXI code [4], or a full two-dimensional mechanical computation is proposed in the FALCON code [5] whereas a three-dimensional finite element analysis is proposed in the ALCYONE code in the PLEIADES platform [6,7]. More recently, fuel performance codes are currently being developed either from scratch, or on the basis of commercial software for three-dimensional finite element method (FEM) simulations. Examples of such attempts are the BISON code [8] based on ABAQUS software and the FRA-TF_global code based on COSMOSDesignSTAR/COSMOSM system [9] or a code based on the COMSOL software [10]. The starting point for their development is to take full advantage of the improvements in hardware and software, as well as in numerical techniques since the conventional fuel performance codes - currently used by safety authorities – have been developed. Nevertheless, the increase in the number of dimensions goes along with a substantial increase of the computational costs and offers only an added value for the analysis of strong and localised pellet-cladding interactions (triple-point effect) or certain accident situations with large deformations. Indeed, for normal operational conditions, one-dimensional codes are at least as accurate in view of the numerous uncertainties, as for instance those brought about by the stochastic cracking and friction processes. The uncertainties in fuel rod powers and geometry (sphericity, pellet cracking, etc.) cannot be avoided by those multi-dimensional codes and ultimately may prevent them from replacing more simplified codes of today for licensing purposes. In any case, they will provide a deeper understanding and an excellent supporting tool for designing advanced nuclear fuels.

Apart from the main limitations caused by the geometrical assumptions, there are other limitations related to the empirical nature of material property models and some of the physical models, such as cracking and the subsequent relocation of the segments. These limitations apply to multi-dimensional codes alike. As a consequence of the use of empirical models, it is impossible to extrapolate the material properties and models beyond the range of operating conditions in which they have been fitted. Hence, when advanced materials are to be designed for innovative reactor types, new codes have to be developed for each combination. The required amount of experimental data is both time consuming and expensive. With the advent of advanced software and hardware many attempts have been made to introduce more physics-based models that enable
extrapolation to a large range of operating conditions, and to cover a large set of potential materials. This has led to the development of mesoscopic models, microscopic models and even simulations tools at the scale of the electronic structure [11]. Each simulation tool requires specific experimental data for their development and validation. There are now attempts to link the various simulations tools in what is commonly referred to as the multi-scale approach and is considered in the other parts of this report. Several examples have been published recently. In the first case, molecular dynamics computations were applied for extracting the thermal expansion and thermal conductivity of unirradiated UO₃ fuel and for implementing the correlation in the FRAPCON code [12]. In the frame of the F-BRIDGE Project, a similar molecular dynamics analysis was carried out to simulate the interaction of a He bubble with a fission fragment [13]. It is expected that this will lead to a quantitative assessment of the resolution coefficient, which remains up until now a fitting parameter in several fission gas release models of fuel performance codes. In the same project, first principles-based predictions of the migration energies for point defects in UN by means of the VASP DFT code were introduced in the thermal creep model of the TRANSURANUS fuel performance code [14].

The parameters and models required for by the fuel performance codes are subject to uncertainties. A pragmatic manner to deal with uncertainties pertaining to power histories, fabrication data and models in the current fuel performance codes consists of applying conservative or probabilistic analysis. In order to assess the technological effect of all sources of uncertainties there are various techniques that may be considered. First of all, there are various so-called sensitivity methodologies, ranging from multiple runs with input data or model parameters being varied, up to a rigorous mathematical treatment based on perturbation theory [15-17]. A second category of probabilistic approaches is the response surface technique. This is based on a careful combination of parameters called the experimental design, such as the Latin hypercube sampling or the Taguchi design [18]. A third category consists of the Monte Carlo method, which is based on random sampling of all uncertain variables that are considered, and implemented in the TRANSURANUS code [19]. A fourth category of methods is called semi-statistical and combines statistical and deterministic computations [20-22].

**Perspectives**

New simulation tools are being developed for a multi-dimensional rather than a one-and-half-dimensional analysis in order to take advantage of the hardware and software improvements over the last decades. They can complement the existing fuel performance codes for research purposes such as a localised pellet cladding interaction analysis, and provide a good supporting tool for the design of advanced or accident-tolerant fuels. Nevertheless, they suffer from limitations associated with uncertainties inherent in the stochastic nature of some phenomena such as fuel crack formation and input parameters such as the fuel rod power. Furthermore, they cannot (yet) be used for a full core analysis required in the fuel licensing of some countries.

In addition to improving or rewriting fuel performance codes, there is also a tendency to couple existing codes with other simulation tools like the thermohydraulic codes or the neutron transport codes. The aim of this so-called multi-physics approach is to take again advantage of the hardware and software developments for improving predictions during
transients and design-basis accidents such as reactivity-initiated accidents or loss of coolant accidents. The coupling between the TRANSURANUS code and the DYN3D code is such an example [23], where it is hoped that the more detailed fuel performance predictions will improve the overall simulation accuracy for the reactor core during an accident, at a reasonable computational costs.

Finally, the conventional as well as the advanced fuel performance codes can also be extended to assess the fuel and fission product chemistry. This will extend the application range of the codes to simulate fuel cladding chemical interaction in fast reactor conditions or stress corrosion cracking and accident behaviour in LWR fuel where the release of Cs for example is important. At the same time, it will enable the prediction of the source term required in spent fuel simulations. For this purpose, a coupling or integration of a module for the thermochemistry of the fuel system with fission products is being developed. For example, the VICTORIA code [24] is being integrated in the MFPR code [25], whereas the Thermochimica model is being coupled with integration in the AMP code [26].
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Introduction

Nuclear fuels are very specific materials and their in-pile behaviour and performance are determined by a large number of interconnected phenomena induced by chemistry, irradiation, temperature and mechanical effects. These phenomena lead in fuels to a very large diversity of physical and chemical transformations and evolution at various scales, such as cracking, fission gas bubble precipitation, restructuring, fission product migration and interaction, as shown for ceramic oxides in Figure 1.

Figure 1. Diversity of physical, chemical, and microstructural transformations observed in ceramic oxide fuel under irradiation

Figure 2 illustrates the numerous parameters that influence the behaviour of nuclear fuels under irradiation and that must be considered to understand their evolution in pile, as well as the relationships between them. This leads to a significantly complex
understanding and modelling of the thermomechanical and thermochemical properties and evolution of fuel.

**Figure 2. Phenomena influencing the behaviour of nuclear fuels under irradiation and their interrelationships: Scope and complexity of the fuel behaviour modelling [37]**

Despite this complexity, significant experience on the modelling and simulation of fuel rods behaviour at long lengths and times under irradiation has been developed around the world over the last 50 years based on semi-empirical macroscopic modelling validated by a large number of valuable in-pile experiments. Most operational regimes are well reproduced, and this understanding is the basis for the licensing of fuel in current reactors.

But because of the complex character of the fuel behaviour, an in-depth predictive knowledge of the nuclear fuel and fission products behaviour calls for a clear understanding of the underlying phenomena from the atomic to the rod scale through the mesoscopic scale, i.e., the scale of the fuel grain. Strategies based essentially on experimental irradiation approaches and empirical model developments may not be sufficient when a large number of complex conditions must be accounted for. It is then necessary to use a material science approach supported by numerical simulations performed at different time and space scales, combined with relevant analytical experiments to establish a sound scientific basis for the understanding of the evolution of nuclear fuel under irradiation.

This modelling and simulation approach has already proved its feasibility and value in materials development and uses over the last decades [1], including:

- the virtual aluminium casting project developed by Ford Motor Company to design cast aluminium components, which has led to a significant reduction in development costs, as well as improved end products [2];

360
• computational materials science which has enabled the rapid and efficient design of corrosion resistant ultra-high-strength steels [3];

• in the nuclear field the “virtual reactor” as developed under the PERFECT European project (2004-2007) [4] and its follow-up PERFORM-60 project (2009-2013) [5] on structural materials (reactor pressure vessel and internals steels).

To some extent, the multi-scale modelling and simulation of nuclear fuels behaviour is a more recent effort because of the specific character of fuel materials and the difficulty of investigations at the lower scales. The atomic scale modelling methods, however, are now mature enough to study fuel materials with adequate accuracy (see Chapter 14) and several important national and international initiatives have focused on the construction of consistent multiscale/multi-physics modelling approaches. Some examples include:

• in Europe, the F-BRIDGE project (2008-2012) [6-8];

• in the US, the Nuclear Energy Advanced Modelling and Simulation (NEAMS) Program [9], the Consortium for Advanced Simulation of Light Water Reactors (CASL) [10], the Center for Material Science of Nuclear Fuels (CMSNF) [11];

• specifically in France the PLEAIDES platform (CEA) [12];

• the NXO Project in Japan [14].

This chapter aims at discussing the objectives, implementation and integration of multi-scale modelling approaches applied to nuclear fuel materials. We will first show why the multi-scale modelling approach is required, due to the nature of the materials and by the phenomena involved under irradiation. We will then present the multiple facets of multi-scale modelling approach, while giving some recommendations with regard to its application. We will also show that multiscale modelling must be coupled with appropriate multi-scale experiments and characterisation. Finally, we will demonstrate how multi-scale modelling can contribute to solving technology issues.

Multi-scale modelling is required to capture the multi-scale character of materials and of the phenomena occurring under irradiation

As the modern understanding of matter has taught us, while they appear continuous at a macroscopic scale, materials are discrete and made of atoms or, more precisely, of atomic nuclei (ions) surrounded by electrons. Despite their discrete nature, for most applications the approximation of describing them as a continuum with uniform properties is appropriate. This is commonly done for solids for instance in continuum mechanics to calculate stress and strain fields, or for determining the temperature field, in all parts of a material subjected to a given external mechanical and/or thermal load. The finite element method is used in this context to study the behaviour of fuel under irradiation (strain, cracking, temperature distribution, fuel-pellet interaction, etc.) (see Chapter 22).

However, under increased magnification, intermediate structures/microstructures can be identified revealing discontinuities without even going down to the atomic level. In solids, grains and subgrains can be identified. In fuel, fission gas behaviour as well as the mechanical properties depend enormously on how these grains are structured and change under in-reactor conditions (irradiation, mechanical or thermal load).
Although grains appear as single crystals in which atoms are distributed according to the material’s crystallographic structure, yet they are in reality defective poly-crystals. Point defects, i.e., vacancies (missing atoms) or interstitials (atoms in excess), as well as dislocations, play a key role in determining the materials’ properties. Exogenous atoms such as dopants added in the fabrication process and fission products generated during irradiation also contribute to crystal imperfection and have an impact on properties.

Below the grain-level structure, the description of many physical phenomena requires that materials be described as a set of discrete atoms. For example, optical, magnetic or thermal, as well as chemical behaviour, depend on the electronic structure of the material, and diffusion mechanisms in solids also depend on atomic structure.

Behaviour under irradiation (i.e., radiation damage) in solids represents an extreme case in materials science, because the almost instantaneous ballistic displacement of atoms by an energetic impinging particle (e.g., neutron or fission product), localised in a region of a few nanometres repeated several times at different points in the material over time, is a source of changes of material properties. In nuclear fuel, the accumulation of defects and fission products, especially gases, produces cavities and bubbles, which generate particular microstructural changes and cause macroscopic swelling, which, in turn, leads to cracking. Thus, the behaviour of materials under irradiation is such that atomic- or even nuclear-level processes can lead to changes in the way large components, such as fuel pins, respond to loads.

In theory, the behaviour of a material described as a set of atoms under given conditions could be predicted exactly by solving the time dependent Schrödinger equation for all the ions and electrons that compose it. This is the principle of ab initio calculations. In practice, such calculations are only possible in simple cases that involve a few ions and electrons. In fact, even if the atomic and discrete nature of materials can be taken into account, approximations/models need to be devised to describe the properties at the atomic level. The discrete modelling tools that describe atomic-level processes in solids can be classified as:

- approximated quantum-mechanical electronic structure calculations (also called first-principles or even ab initio) [15], (see Chapter 12);
- molecular dynamics [16] either based on electronic structure calculations or more frequently on the use of classical empirical interatomic potentials [17], (see Chapter 13);
- models treating the evolution of defects derived from the underlying atomic structure, such as kinetic Monte Carlo, rate theory (see Chapter 18), dislocation dynamics (see Chapter 15).

These tools have been progressively developed in the last decades [18] and rely heavily on the use of high-performance computing for simulations. They have become increasingly widespread because of the growing power of computers and have been extensively applied to nuclear materials in the last decade.

In summary, in order to be able to describe the behaviour of materials and especially of nuclear fuels under irradiation, beyond and in complement to an empirical approach based on data obtained by integral irradiations, it is necessary to develop models at various scales for:
atomic scale processes: diffusion of chemical species and defects, cascades of atomic displacements;

nano- and microscale processes: creation of fission gas bubbles or aggregates, segregation of chemical species that influence local properties, development and movement of nanostructural features such as dislocations that govern plastic deformation, changes in grain boundary behaviour;

macroscale processes: continuum thermomechanical calculations of stress and strain field, fission gas release, pellet-clad interaction.

It also requires that the information based on relevant mechanisms about the behaviour of the fuel at a particular scale somehow informs the higher scales, so that the models at the higher level can be more physically representative and more accurate.

Choosing multi-scale modelling approaches

There exists a multiplicity of motivations and possible implementations of multi-scale modelling. It is thus of paramount importance to define precisely the objective for the development of such an approach and the type of approach needed. The challenges that are to be met will be at various levels starting from building a link between scales, providing information to the next level, and to the Holy Grail of a 3D simulation integrating codes over large scales of time and length.

It is also important to distinguish between modelling, simulation and prediction which are different, yet complementary activities. A model is a logical description of how a system (fuel in our case) performs. Models can be empirical or theory-based. A simulation is the process of conducting mathematical experiments or running computer programs to reproduce in a simplified way the behaviour of a system along a certain coordinate (in the case of fuels, for instance time or burn-up). Prediction can be defined as the use of a simulation tool (built either on empirical or theory-based models) applicable inside a validation domain to describe the behaviour of a given fuel. Empirical modelling requires the analysis to remain inside the validated domain, whereas theory-based models are key for predictions even slightly outside the validated domain. From such definitions we can have an initial understanding of how experiments, modelling and simulation are closely linked, and on how challenging it is to obtain a predictive capability.

Table 1 lists various possible objectives and various ways to utilise multi-scale modelling.

When generating a plan for the development of (multi-scale) physical models to investigate a given phenomenon, it is extremely important to keep in mind its feasibility based on the knowledge of the state-of-the-art and as much as possible the expected timeframe. Modern modelling tools are not all-powerful, irrespective of the power of available computers. With the increasing capability of high-performance computing it is not impossible that computer scientists can ultimately, cleverly combine different established models to provide integrated codes that are capable of giving answers about materials behaviour under given conditions. However, this should not be regarded as the main, and certainly not the only, goal of the development of multi-scale models. One should not assume that everything can be obtained *ab initio*, even though electronic
structure calculations are a very powerful and by now essential tools in our hands; it is not by attempting the simulation of a very complex phenomenon including all the complexities of the system that one understands and quantifies the most important underlying physical mechanisms.

Table 1. Various possible objectives and utilisation of multiscale modelling

<table>
<thead>
<tr>
<th>Various objectives/motivations</th>
</tr>
</thead>
<tbody>
<tr>
<td>• improve understanding of the underlying mechanisms and processes that control behaviour;</td>
</tr>
<tr>
<td>• help in the selection, preparation and interpretation of irradiation tests to optimise results;</td>
</tr>
<tr>
<td>• improve predictive capability for licencing;</td>
</tr>
<tr>
<td>• contribute to the design of new fuel materials with limited property information (i.e., materials by design).</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Possible utilisation/plans for development</th>
</tr>
</thead>
<tbody>
<tr>
<td>• couple experiments and modelling to select relevant phenomena that are to be used for the simulation;</td>
</tr>
<tr>
<td>• promote exchange between disciplines and provide information/mechanisms/data from the lower scales to the higher scales;</td>
</tr>
<tr>
<td>• perform multi-disciplinary modelling (thermomechanical, physico-chemical, thermochemical, etc);</td>
</tr>
<tr>
<td>• computationally couple the various codes used in multi-scale modelling approaches.</td>
</tr>
</tbody>
</table>

A modelling plan should address problems that are sufficiently well-understood, based on experimental data, so that a reasonable conceptual model exists already that can be used to actually build a quantitative computational model. In this case, the physical model can actually provide added value to cast some light on still unclear issues. Often the problem is so complicated that empirical correlations are the only way to find out which variables play a role and the determination of these variables corresponds to the very first step in rationalising experimental observations: without this knowledge, no further steps can be taken and we would be deluded in thinking that all aspects of the problem can be elucidated by trying to simulate it in a computer. The development of physical models and the application of computer simulation should be undertaken with precise questions in mind that seems to be answerable with the available tools. Often, even if it cannot be directly validated by experiments, atomistic models allow different possible mechanisms to be explored which may reveal unexpected mechanisms.

The Cartesian effort to split the problem into parts that are simpler to address is not an obsolete practice; it remains key to designing a modelling plan. Consistent with what is noted above, the plan should also always include feasible experiments that involve the use of a combination of characterisation techniques, so that physical mechanisms can be deduced from the experimental work. A final model will have to include these mechanisms and the data will be usable for the validation of the model.
The tools to be used to develop models should be identified and related to the scale they encompass to allow the selection of that most suitable from a fairly wide choice. Sometimes the difference between tools lies only in very technical and subtle details; however, these small differences can be important. It may be that the development of new modelling tools is necessary. Developing tools that allow more “realistic” simulations to be performed and the complexity of real systems to be better represented is a stimulating challenge and part of the path to be followed to obtain steady progress.

Unfortunately, experience shows that the development of new tools or approaches is time consuming. It is frequently not as easy as one might think at the beginning, and it always requires proceeding step-by-step, often leading to the need to address numerical or mathematical problems that might require years to solve. Thus, in the case of an especially complex phenomenon, one should not rely too much on the development of revolutionary modelling tools. Instead, key questions amenable to modelling with existing or foreseeable tools should be identified. It is of course possible to think of an ambitious plan that relies on new developments at all scales, but in the short-to-medium term the investigation should rely mainly on existing modelling tools that only need to be adapted, following an incremental approach.

**Modelling fuel across scales**

Figure 3 shows a schematic view of the multi-scale modelling and simulation approach for understanding the thermomechanical, physical and chemical evolution of nuclear fuels from the atomic scale through the intermediate grain size scale up to the pellet/rod scale. Although not discussed in this chapter, fuel behaviour modelling should also be coupled with neutronics and thermal-hydraulics for a full multi-physics simulation of a reactor.

Currently the vast majority of researchers involved in multi-scale modelling are operating at either end of the spectrum. At the macroscale end are those using widespread continuum thermomechanical tools to develop models used also at industrial level. At the other end are those performing atomic scale calculations, e.g., electronic structure calculations and empirical potential methods which are tools now commonly used for a variety of purposes and studies [8,20].

To balance the efforts at the macroscopic and atomic scales more attention needs to be addressed to the intermediate scale, also termed the mesoscopic scale, which encompasses time and length scales too large to be addressed using atomistic methods, but too small for fully continuum models. This is the case for materials in general, and nuclear fuels are no exception. It has, however, been demonstrated, for example during the F-BRIDGE project [7], that a key scale in fuel behaviour is the mesoscopic grain scale, because it allows one to aggregate information yielded by atomic scale calculations and form the foundation for macroscopic modelling. This scale therefore enables the real transfer of information from the lower to the higher scales.

A key challenge for the future is to enrich the already existing multi-scale modelling and simulation approach by developing models at the mesoscopic scale to further strengthen links between the atomic and macroscopic scales and systematically address the problem of transferring information from one scale to another.
Interactions between multi-scale modelling and experimental characterisation

An idea often raised is that modelling could replace experiment, thereby saving time and money in the research activities. This becomes an especially convincing argument when expensive experiments such as irradiation or characterisation of irradiated fuels are involved. This, however, is a false economy, as modelling can of course help in rationalising experiments and can support their interpretation, but without experiments modelling remains divorced from reality and has little utility.

In opposition to modelling and simulation is the view that these are not necessary because, in the end, an integral irradiation test for the validation of fuel behaviour is required. Of course, this is not entirely correct either. First of all, the main contribution of modelling is precisely to insure that what is observed in integral irradiation tests is well explained and justified, meaning that the physical phenomena are well understood and modelled to reproduce the experimental results. In addition, validation of fuel behaviour cannot only be done through an integral test, because all the main underlying phenomena can only be validated as separate effects (at various scales) in parallel with integral validation.

As described in Figures 4 and 5, the correct approach is to couple experiments and modelling across scales. Experiments have to include in parallel integral irradiation as well as separate effect experiments (out-of-pile with ion irradiation and implantation, out-of-pile after neutron irradiation with thermal treatment for instance, subscale in pile irradiation…)

Experimental validation of models is not the only link between modelling and experiment. Modelling and experiment should not be performed sequentially but in
parallel to inform each other: the experiment provides modelling with basic data, modelling helps to prepare/interpret the experiment. More than individually, intelligently coupling modelling and experiment allows crucial information on phenomenology and relevant mechanisms to be revealed. More than “experimental validation” of models, what is needed is a “combination of state-of-the-art models and experiments in order to better understand reality”.

Figure 4. Coupling experiments (both separate effects and integral irradiations), characterisation and modelling in a multi-scale approach

Even models that start from quantum chemical calculations are not developed in a separate world and then brought down to earth so as to be compared with experiments, to be tested to “see if they work” (i.e., validated). No model with the ambition of helping interpret experimental data for a given phenomenon can be conceptually designed and built without a significant understanding of the experimental phenomenology. One should know which problems should be studied, have as much experimental evidence as possible on the mechanisms involved, and obtain and analyse sufficient data to develop a conceptual model to guide the creation of actual mathematical models. This is thus very different from “experimental validation”.

The assumptions made in models must either be suggested by experiments, or deduced from more fundamental models. The first objective in the process of model development is not to make predictions to be verified experimentally, but to make sure that the model reproduces satisfactorily a set of available experiments, providing a key for their rationalisation and interpretation. These experiments must be as complete and detailed as possible, so that all or most of the model’s aspects can be developed and verified. In other words, what a physical model is chiefly expected to do is explain the experimental data. The fact that experimental data are correctly reproduced by a physical model is likely to mean that the relevant mechanisms have been properly identified and quantified.
The identification of relevant mechanisms can trigger a series of considerations on what can be done to keep a given phenomenon under control or to exploit it for given purposes. Only at an advanced level of development may one attempt predictions with the model outside the initial data set and plan experiments to validate the prediction. Eventually, science-based models can be used to explore a spectrum of conditions that cannot be explored entirely experimentally, providing hints for the interpretation and rationalisation of experimental results, and importantly also anticipating experimental results for yet unexplored conditions. In this sense, they definitely achieve some level of predictive capability.

The characterisation techniques listed in Table 2 currently applied to as-fabricated or irradiated fuels, are at the cutting edge of the techniques, despite the great difficulties associated with the handling of actinide and irradiated materials.

These characterisation techniques are now invaluable tools in the development of physical models that describe fuel behaviour under irradiation, because of the detailed information they provide from the macroscale down to the lower scales.

One should finally consider that advanced physical models and modelling tools are divided into two categories: those developed to investigate phenomena that cannot be observed experimentally and those developed to reproduce experimental results, with which they can be compared directly to help in their interpretation.
**Table 2. Main characterisation methods currently applied to nuclear fuels**

| Atomic scale |
|-----------------|-----------------|
| • HR-TEM (high resolution-transmission electronic microscopy) for the study of irradiation damage, dislocations; |
| • XRD (X-ray diffraction) for crystallographic structure; |
| • PAS (Positron annihilation spectroscopy), Raman spectroscopy, electrical conductivity for point defect characterisation; |
| • XAS (X-ray analysis spectroscopy) for the local atomic environment and oxidation states. |

| Microstructure /Grain scale |
|-----------------------------|-----------------------------|
| • optical as well as scanning electronic microscopy (SEM) for microstructure characterisation; |
| • EPMA (electron probe microanalysis) for chemical analysis; |
| • XRD for the microstructure analysis (crystallite size, microdistortion); |
| • TEM for the study of fission gas bubbles nucleation growth; |
| • EBSD (electron back scatter diffraction) for grain orientation; |
| • Micromechanics characterization (microl/ nanoindentation); |
| • X-ray tomography (using synchrotron radiation); |
| • high-temperature X-ray diffraction for phase diagram studies; |
| • NRA (Nuclear reaction analysis), Knudsen cell mass spectrometry for gas analysis such as fission products or He; |
| • SIMS (secondary ion mass spectroscopy) and TDS (thermal desorption spectroscopy) for the characterisation of gas contained in fuels down very low concentrations. |

| Pellet scale |
|-----------------|-----------------|
| • diffusivity or melting temperature measurements for the thermal properties; |
| • thermal transport properties; |
| • mechanical testing (compression, bending for creep, toughness, fracture properties). |

An obvious example of a model that cannot be validated is that from atomistic simulation techniques to study the evolution of displacement cascades, i.e., the almost instantaneous displacement of thousands of atoms triggered by the collision of an impinging energetic particle (e.g., a neutron or a fission atom) with an atomic nucleus. Most of what is known of displacement cascades comes from atomistic simulations and, to date, no experimental device or technique has been developed that is able to follow the evolution of the cascade in space (a few nanometers) and in time (a few picoseconds), because of the scales involved. Even if the model cannot be validated, it is however sometimes possible to correlate information from this type of modelling with those obtained experimentally. Although not directly comparable, vacancy cluster simulations of displacement cascades in UO₂ can be correlated with regard to size with nanobubbles of fission gas observed in fuel by transmission electronic microscopy [21,22]. The coupling of experiments and electronic structure calculations has also enabled the determination of oxygen [23] and xenon [24] diffusion mechanisms in UO₂. Atomistic simulation
techniques are therefore a tool, on the same footing as experimental measurement, to obtain data and identify mechanisms. While atomistic simulations might be not fully accurate, just as experimental measurements are affected by uncertainties not always fully quantifiable, they do produce data that help rationalise observed phenomena.

Examples of models that can be directly experimentally validated include those developed to simulate the fission gas release from nuclear fuels. Rate theory models such as those in the Margaret code developed at CEA [25], or phase-fields models [26], are built based on information from experiments and whenever possible from models at lower scales. Such a type of model, by being in principle directly comparable with experiments, can be later used to indirectly validate “experimentally unvalidatable” models. On the other hand, a model of this type, however, accurate and physically justified, will always contain assumptions that are not fully proven, or coefficients and parameters that are not fully known, no matter how much effort is made to obtain them from experimental measurements or atomistic modelling.

The process of validation requires that one utilises data coming from a wide range of experimental techniques, because there is rarely one experimental technique that can provide all the required information. Experiments supporting multi-scale modelling can be delicate and time-consuming. Often they require that specimens of the same materials, or even better of model materials in which a certain phenomenon is separately observed and thus complexity reduced, are tested and analysed using various techniques, and in different laboratories. Eventually, the results must be consistent and integrated with the help of the models.

It is important to stress that it is hardly ever possible to obtain experimental information for every aspect of a physical model. For example, while it is possible to obtain experimental information on microscopic fission gas bubbles using SEM or even nanobubbles using TEM [27], the same cannot be said yet about the impact of the interaction of fission gas and point defects on gas release. Rate theory models such as cluster dynamic can help identify the most probable clusters of defects/gas that lead to the release as a function of temperature (see Chapter 18). Those models are themselves informed by data from atomistic models (electronic structure calculations). This is why more fundamental models are useful and necessary, otherwise there would be no information on the invisible atomistic processes.

**Multi-scale modelling approach: Using materials science to solve technological issues**

The ultimate goal of the multi-scale modelling approach applied to nuclear fuels is to obtain physically informed fuel performance and safety codes. These codes are used in technological contexts to improve existing fuels and design future fuels with increased performance and safety features. Therefore, the multi-scale approach not only builds links between scales but also between various technical areas of expertise, as well between basic research and technology. It provides the opportunity to make engineers who use models at large scales and scientists who investigate the physical mechanisms at the origin of the fuel behaviour under irradiation work together.

It is inherent to the complexity of the issues to be solved that, in some cases mid- or long-term basic research activities requiring many years before getting to the point of
solving particular issues are needed, and anticipation is necessary to provide key tools and answers for future challenges. But basic research is now mature enough to bring relevant answers to operational issues. In addition, a top-down approach, i.e., the definition of the main technological issues where further understanding is needed to increase safety and operational margins and the translation into scientific investigations can ensure that the multiscale approach meets the needs of the end-users.

The main objectives of the R&D necessary to improve current fuels and design new ones are as follows:

• improve the flexibility of power reactors as well as their manoeuvrability preventing material failure risk in normal and off-normal operating conditions;

• propose innovative concepts and breakthrough technology to gain significant performance margins with regards to safety requirement;

• accelerate the design process of new, innovative fuels.

The improvement of the prediction capabilities of fuel performance and safety codes by a physics-based multi-scale modelling and simulation approach at the relevant scales will of course help reach these objectives. There are many issues where multi-scale modelling can improve existing engineering models for current reactors. Then, for Gen-IV reactors, a thorough understanding of basic processes governing the behaviour of advanced fuels is necessary since it is complicated to extrapolate empirical models to new conditions outside the domains in which they were developed.

During in-reactor irradiation, actinide fission produces large quantities of fission products, volatile and non-volatile, which have a significant influence on the chemical composition, as well as on the structural and mechanical properties of nuclear fuels. In parallel, nuclear interactions with neutrons and fission products induce atomic displacements and disturb the crystalline structure, while electronic excitations disturb the chemical bonds and transport phenomena assisted by temperature and irradiation modify the microstructure. The interaction between fission products and the various defects created govern a large number of operational properties and processes: cracking, gas bubble nucleation, radial migration or corrosive fission product availability at the fuel-cladding interface. Margins to melting, evolution of point and extended defects, fission product chemistry, evolution and release, swelling, microstructure evolution under irradiation, including the evolution to high burn-up structure, the mechanical integrity, as well as the cladding corrosion, are only some of the key issues to be investigated by materials science. One can mention in particular the following points:

• One strong objective of the studies relative to safety is to determine the margins to fuel melting. The fuel melting temperatures is very dependent on composition, defects present and microstructure. The changes due to irradiation in the present formulations are more or less empirical and must be thoroughly investigated. The fuel thermal conductivity is also a key parameter as it determines the fuel temperature in the pin, especially at its centre, and therefore impacts strongly all the thermally activated processes, as well as fuel melting in off-normal situations.

• Fuel fragmentation and pulverisation during a loss of coolant accident (LOCA) is another safety-related behaviour issue. The effect of high temperature on the
fission gas pressure in the gas bubbles within the grains and on the grain boundaries in the pellet centre and in the highly porous high burn-up structure on the pellet periphery, combined with the loss of confinement due to cladding ballooning, causes instability in the fuel matrix. This is an ideal target for performing multi-scale modelling that couples the grain-scale with the macro/continuum scale. For example, one of the questions that are of critical importance for LOCA safety analyses, and for which satisfactory answers are presently elusive, is to quantify the thermal conductivity of fragmented/pulverised pellet, which can only be provided through multi-scale modelling (see Chapter 7).

- The numerous point (vacancies, interstitials) and extended (dislocations, fission gas bubbles, grain boundaries) defects created under irradiation will impact significantly the fuel and fission product behaviour. The cation self-diffusion determines for example the creation of sinks for insoluble fission products, in particular gases, but also grain growth and the creep properties. In addition, the mechanisms of creation and growth of extended defects, such as dislocation lines or large cavities and bubbles, must be better understood in view of modelling the formation and the behaviour of the high burn-up structure and of understanding the effect of pressurised bubbles on the fuel matrix. While most of the existing knowledge was obtained in a semi-empirical way, significant advances can be expected from the development of increasingly more reliable atomic scale simulations associated with experiments (see Chapter 7).

- The evolution of fission rare gases in fuels is closely coupled to fuel performance and limits the maximal burn-up they can be submitted to. These fission gases, because they are chemically inert and particularly insoluble, tend either to form small nanometre size clusters by interaction with vacancies or to be released from the fuel. This induces an over-pressurisation of the rod, which increases the pressure on the clad and extensive fuel swelling, which leads to mechanical interaction with the clad and increases the probability for clad breach [28]. Retained fission gas bubbles also decrease the thermal conductivity of the fuel and consequently contribute to limiting the operating temperature and the degree of burn-up. Understanding and modelling the elementary mechanisms of the solubility of gas in fuel lattice and in bubble are of paramount importance to predict the proportion of gas remaining in the fuel and the quantity released [29] and could help in developing solutions to mitigate the consequences of the formation and evolution of these large quantities of gas.

- The microstructural changes (see Chapter 1) and mechanical behaviour (see Chapter 2) of nuclear fuels under irradiation are of course central to predicting the structural integrity of fuel elements. Although three-dimensional thermomechanical modelling is now becoming widely available, current modelling in fuel performance codes relies mainly on mechanical behaviour laws that have been obtained from integral in-pile experiments. Extrapolation of these laws to materials or irradiation conditions is often tenuous. One need is therefore to draw on recent experimental and modelling advances to develop and improve elastic, plastic, creep and fracture models. Fuels are polycrystalline materials, therefore grain boundaries play an important role in fuel mechanical integrity. Microstructure features such as
porosities or fission gas bubbles appearing under irradiation, as well as the high
burn-up structure, also play an important role on the fuel behaviour. Grain
boundaries have an influence on defect [30], gas diffusion [31, 32] and on the
consequence of irradiation damage [33]. Progress in the modelling of the
microstructure (grain aggregates, gas bubbles or porosity network) has been made
over these last years and are to be used to model the behaviour at the grain level
[34]. Recent advances proposed to model grain boundaries at the atomistic scale
will also contribute to a better modelling of the microstructure and their influence
on mechanical properties at higher scales.

- Finally, the fuel-cladding interaction (see Chapter 3) is a very important safety issue
since it can lead to cladding corrosion and failure. The knowledge of
thermodynamic data for fuel and fission product is a major requirement to derive
reliable thermodynamic models and fission product speciation, especially for off-
normal situations. Specific needs concern the consideration of the highly oxidising
conditions, the gas phase species and the effects of interactions with structural
materials, cladding or absorber rod. Moreover, the coupling between mechanics
and thermochemistry [35,36] is a promising approach to investigate the fuel-
cladding interaction, in particular in transient or accidental conditions.

Conclusions and recommendations

The multi-scale modelling and simulation approach has the objective to describe the
thermomechanical, physical and chemical evolution of nuclear fuels and combines
modelling tools from the atomic scale through the intermediate grain scale all the way up
to the pellet/rod scale (engineering scale). It relies on the idea that, in order to describe
beyond empiricism the behaviour of materials and especially of nuclear fuels under
irradiation, it is necessary to use the proper tool to model a given phenomenon at the
appropriate scale. It also requires that the information and relevant mechanisms relating
to the behaviour of fuel at a certain scale inform the neighbouring scale, so that models at
each scale can be more physically representative and more accurate. It is important to
stress that the multi-scale approach does not only build links between scales but also
between various technical areas of expertise, as well as between basic research and applied
technology. It is an effective tool for translating technological issues into scientific
questions and scientific understanding into practical descriptions.

Multi-scale modelling does not aim at replacing experiments. The objective is to
couple modelling with experiments performed at the relevant scales to obtain further
insight into the basic phenomena of fuel behaviour under irradiation. Models need to be
informed by experiment at many different scales, using combinations of the most
advanced materials characterisation techniques. In turn, modelling helps to design optimal
experiments and contributes to an improved interpretation of the results.

It has been shown that a key scale in fuel behaviour is the grain or mesoscopic scale
because it aggregates atomic scale descriptions and, in turn, acts as the foundation for
macroscopic modelling and therefore bridges the two extreme scales. This scale therefore
enables the real transfer of information from the lower to the higher level. Although they
are absolutely essential, macroscopic and atomic scales should not absorb all the effort of
the multi-scale modelling. The challenge for the future is to enrich the already existing
multi-scale modelling and simulation approach by developing models at the mesoscopic scale to further strengthen links between the atomic and macroscopic scales. This needs to be done by systematically addressing the problem of transferring information from one scale to another.

The multi-scale modelling future is of course intimately connected with advances in computer power and high-performance computing. The integration of experiments, modelling and high-performance computing will, in the near future, open the doors for increased modelling and simulation capability with greater application of physics-based models integrated into fuel performance codes. In the longer term, this will pave the way towards computer-assisted materials discovery and design and enable us to obtain more efficiently innovative fuels with improved performance and safety features. Modelling and simulation will also accelerate regulatory approval for new fuel systems.
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Conclusion

The State-of-the-Art Report on Multi-scale Modelling of Nuclear Fuels describes the state of fundamental materials models that can represent fuel behaviour, the methodologies for obtaining material properties, and modelling principles as they can be implemented in fuel performance codes. This report, while far from being a detailed assessment of nuclear fuel modelling, provides a recognition of the approaches to the significant aspects of fuel modelling and examples of their application. Fuel behaviour phenomena are discussed that are applicable across the spectrum of fuel forms, from conventional LWR oxide pellets to MOX, carbide, and metal SFR fuel, to coated particle fuel for gas-cooled reactors. A key issue is microstructural evolution during burn-up, and the state of understanding of that phenomenon is considered at length. Covered in the discussions are the basic material properties of heat capacity, free energy, and thermal conductivity and diffusion. Also included are the more functional effects of restructuring, bubble formation, constituent redistribution, fuel and clad oxidation, and fuel clad and environmental interactions. Fuel fabrication is considered as are many material modelling challenges, such as representing injection casting of metallic fuels, as seen in the preparation of nuclear fuel. The last set of contributions covered the basic principles for modelling phenomena and determining fundamental materials properties, a look at the state of fuel performance codes and a last note about integrating across multiple scales.

There has been substantial progress in the development of fundamental materials models and properties for nuclear fuels. These include free energies, thermal conductivity, heat capacity, thermal expansion, and mechanical properties of single crystal materials or polycrystalline fuels. Traditional materials processing approaches have been successfully applied to fuel fabrication, and new simulation tools have enhanced capabilities. Models for sintering, for example, currently support oxide fuel fabrication. Advanced simulations of casting are being used to aid fabrication of metal fuel elements for proposed SFRs.

Microstructural evolution during irradiation presents some of the most complex problems in modelling, and while progress in relating defect formation and transport to a changing microstructure is significant, it is hampered by a lack of basic knowledge of a number of actinide phase properties. Some in-reactor behaviour, such as swelling and creep, have relatively well developed representations, albeit with empirical values needed for determining the relations. The progress in modelling radiation effects has been substantial when using tools such as MD and DD. The effect of defect generation on thermal transport can thus be represented. Grain growth can also be modelled utilising approaches such as Potts kMC and phase field. Rate theory has proven its ability to illuminate mechanisms in microstructural evolution and fission gas behaviour, although basic data necessary to assess gas behaviour is still needed as well as a better knowledge of real defects as a function of the stoichiometry.
Interactions among components are more complex, whose relations can be developed, but are less accurately predictive. These include pellet-clad mechanical interactions where we can reproduce behaviour, but not predict it well. And bubble formation, migration, and consolidation, where we have interesting simulations, but are yet far from reproducing observations. It is also possible to compute chemical interactions between fuel and clad from fundamental thermochemical models and understanding of transport between fuel and clad. Yet, the rate of internal oxidation of the clad by oxide fuel for example, cannot be determined from only fundamental properties.

The computational determination of values and modelling of the fundamental information on materials used in the simulation of fuel behaviour has seen remarkable progress in recent years. Molecular dynamics has contributed substantially to determining thermal expansion through describing atomic-scale processes. New methods for determining thermal conductivity that improve upon Debye-based approaches are allowing more realistic first-principles determinations. Techniques such as kinetic MD are providing baseline diffusive transport properties in fuel materials. Measurements of free energies and heat capacity, as well as properties computed from first principles via techniques like DFT, are yielding needed thermodynamic values as input for the eventual representation of the complex phase behaviour seen in fuels that have undergone high burn-up, and generated substantial solutes and second phases. Mean-field formulations are being used to determine crystal elasticity and plasticity allowing calculation of the mechanical properties of polycrystalline materials. To a greater or lesser extent, all these approaches to the development of nuclear fuel properties have been successful in moving from highly idealised systems, often single-crystal, to more practical systems that are polycrystalline, and often multi-phase/heterogeneous. These all serve as input to broader fuel models and simulation codes.

The various modelling and computational techniques used for both determining fundamental properties and in representing fuel behaviour from the atomistic through the micro- to the mesoscale are generally fairly recent. With the exception of thermodynamic and traditional finite elements, they are approaches that required the advent of substantial computing power. These are methods such as DFT, MD, DD, phase field, and kMC. While the success of the techniques, especially for relatively simplified systems, is remarkable, they still need further development to obtain more accurate results, such as better interatomic potentials or means for better describing 5f electron materials by DFT.

The integration of the materials properties and models into codes such as BISON, TRANSURANUS, PLEIADES, or FRAPCON needs to be an on-going endeavour supported by benchmarking and comparison to separate effects testing. While current fuel performance codes provide valuable insight, it will be well into the future before they can reliably a priori provide a three-dimensional picture of fuel evolution. Yet, as we evolve the codes with better materials properties and simulations, they can provide us with ever improving guidance with regard to in-reactor behaviour, development of new fuel strategies and an understanding of safety performance.

Finally, one of the greatest challenges facing multi-scale modelling of fuels is the integration of the representations of properties and behaviour across a broad range of time and length scales. Atomistic models need to inform the mesoscale, dealing with issues such as grain growth and species migration. And these and other phenomena
should provide properties and relations to the macroscale, allowing simulation of behaviour such as cracking, fission product release and morphology of the high burn-up region.

Development and incorporation of multi-scale models into fuel simulations will continue to be a substantial, long-term process. The combination of the need to generate new information and understanding at multiple scales, the coupling of those improved models across the various scales, and the inclusion of these representations in fuel performance codes and simulations are daunting tasks. Great progress has been made, however, and the point has been reached where the path forward is becoming clear. It is now necessary to persevere in the efforts at all levels so that the ultimate goal of having tools that provide sufficiently accurate simulations of nuclear fuels for predicting processing and in-reactor behaviour can be achieved.