BEMUSE Phase VI Report
Status report on the area, classification of the methods, conclusions and recommendations

Cancels & replaces the same document of 11 March 2011
ORGANISATION FOR ECONOMIC CO-OPERATION AND DEVELOPMENT

The OECD is a unique forum where the governments of 34 democracies work together to address the economic, social and environmental challenges of globalisation. The OECD is also at the forefront of efforts to understand and to help governments respond to new developments and concerns, such as corporate governance, the information economy and the challenges of an ageing population. The Organisation provides a setting where governments can compare policy experiences, seek answers to common problems, identify good practice and work to co-ordinate domestic and international policies.

The OECD member countries are: Australia, Austria, Belgium, Canada, Chile, the Czech Republic, Denmark, Estonia, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Israel, Italy, Japan, Korea, Luxembourg, Mexico, the Netherlands, New Zealand, Norway, Poland, Portugal, the Slovak Republic, Slovenia, Spain, Sweden, Switzerland, Turkey, the United Kingdom and the United States. The European Commission takes part in the work of the OECD.

OECD Publishing disseminates widely the results of the Organisation’s statistics gathering and research on economic, social and environmental issues, as well as the conventions, guidelines and standards agreed by its members.

NUCLEAR ENERGY AGENCY

The OECD Nuclear Energy Agency (NEA) was established on 1st February 1958 under the name of the OEEC European Nuclear Energy Agency. It received its present designation on 20th April 1972, when Japan became its first non-European full member. NEA membership today consists of 29 OECD member countries: Australia, Austria, Belgium, Canada, the Czech Republic, Denmark, Finland, France, Germany, Greece, Hungary, Iceland, Ireland, Italy, Japan, Korea, Luxembourg, Mexico, the Netherlands, Norway, Poland, Portugal, the Slovak Republic, Spain, Sweden, Switzerland, Turkey, the United Kingdom and the United States. The European Commission also takes part in the work of the Agency.

The mission of the NEA is:
– to assist its member countries in maintaining and further developing, through international co-operation, the scientific, technological and legal bases required for a safe, environmentally friendly and economical use of nuclear energy for peaceful purposes, as well as
– to provide authoritative assessments and to forge common understandings on key issues, as input to government decisions on nuclear energy policy and to broader OECD policy analyses in areas such as energy and sustainable development.

Specific areas of competence of the NEA include safety and regulation of nuclear activities, radioactive waste management, radiological protection, nuclear science, economic and technical analyses of the nuclear fuel cycle, nuclear law and liability, and public information.

The NEA Data Bank provides nuclear data and computer program services for participating countries. In these and related tasks, the NEA works in close collaboration with the International Atomic Energy Agency in Vienna, with which it has a Co-operation Agreement, as well as with other international organisations in the nuclear field.
The Committee on the Safety of Nuclear Installations (CSNI) shall be responsible for the activities of the Agency that support maintaining and advancing the scientific and technical knowledge base of the safety of nuclear installations, with the aim of implementing the NEA Strategic Plan for 2011-2016 and the Joint CSNI/CNRA Strategic Plan and Mandates for 2011-2016 in its field of competence.

The Committee shall constitute a forum for the exchange of technical information and for collaboration between organisations, which can contribute, from their respective backgrounds in research, development and engineering, to its activities. It shall have regard to the exchange of information between member countries and safety R&D programmes of various sizes in order to keep all member countries involved in and abreast of developments in technical safety matters.

The Committee shall review the state of knowledge on important topics of nuclear safety science and techniques and of safety assessments, and ensure that operating experience is appropriately accounted for in its activities. It shall initiate and conduct programmes identified by these reviews and assessments in order to overcome discrepancies develop improvements and reach consensus on technical issues of common interest. It shall promote the co-ordination of work in different member countries that serve to maintain and enhance competence in nuclear safety matters, including the establishment of joint undertakings, and shall assist in the feedback of the results to participating organisations. The Committee shall ensure that valuable end-products of the technical reviews and analyses are produced and available to members in a timely manner.

The Committee shall focus primarily on the safety aspects of existing power reactors, other nuclear installations and the construction of new power reactors; it shall also consider the safety implications of scientific and technical developments of future reactor designs.

The Committee shall organise its own activities. Furthermore, it shall examine any other matters referred to it by the Steering Committee. It may sponsor specialist meetings and technical working groups to further its objectives. In implementing its programme the Committee shall establish co-operative mechanisms with the Committee on Nuclear Regulatory Activities in order to work with that Committee on matters of common interest, avoiding unnecessary duplications.

The Committee shall also co-operate with the Committee on Radiation Protection and Public Health, the Radioactive Waste Management Committee, the Committee for Technical and Economic Studies on Nuclear Energy Development and the Fuel Cycle and the Nuclear Science Committee on matters of common interest.
Coordinator: H. Glaeser (GRS, Germany).

Contributors: Appendix 1: P. Bazin (CEA, France);
Appendix 2: J. Baccou, E. Chojnacki, S. Destercke (IRSN, France).

Coordinators of the previous Phases of BEMUSE:

Phase I: Presentation “a priori” of the uncertainty evaluation methodology to be used by the participants; E. Chojnacki, J.-C. Micaelli (IRSN, France).

Phase II: Re-analysis of the ISP-13 exercise, post-test analysis of the LOFT L2-5 test calculation; A. Petruzzi, F. D’Auria (Università di Pisa, Italy).

Phase III: Uncertainty evaluation of the L2-5 test calculations, first conclusions on the methods and suggestions for improvement; A. de Crécy, P. Bazin (CEA, France).

Phase IV: Best-estimate analysis of a NPP-LBLOCA; F. Reventós, M. Pérez, L. Batet, R. Pericas (Universitat Politècnica de Catalunya, Barcelona, Spain).

Phase V: Sensitivity analysis and uncertainty evaluation for the NPP LBLOCA, with or without methodology improvements resulting from phase III; F. Reventós, L. Batet, M. Pérez (Universitat Politècnica de Catalunya, Barcelona, Spain).
Acknowledgement

This report uses information and material produced during the previous phases of the BEMUSE Programme. The author likes to acknowledge the big amount of work produced during these phases.

This report was extensively reviewed by participants of BEMUSE as well as WGAMA members. I gratefully acknowledge their very valuable and constructive comments, particularly from:
A. de Crécy and P. Bazin from CEA,
I. Tóth and A. Guba from AEKI,
F. D’Auria from University Pisa,
E. Chojnacki from IRSN,
D.-Y. Oh from KINS,
R. Pernica and M. Kyncl from NRI,
S. Borisov from EDO “Gidropress”,
S. Bajorek from USNRC,
A. Bucalossi from European Commission Joint Research Centre,
A. Amri from OECD-NEA,
T. Skorek from GRS.
**TABLE OF CONTENTS**

EXECUTIVE SUMMARY ......................................................................................................................... 9  
INTRODUCTION ........................................................................................................................................ 13  
1.1 Historical Background .................................................................................................................... 13  
1.2 Uncertainty Methods Study (UMS) ........................................................................................... 15  
1.3 BEMUSE Programme .................................................................................................................. 16  
1.3.1 Main steps of BEMUSE ........................................................................................................... 16  
1.3.2 Objectives of BEMUSE ........................................................................................................... 17  
2. BEMUSE PHASE I ............................................................................................................................... 19  
2.1 Participants ................................................................................................................................... 19  
2.2 Main steps of a statistical method ............................................................................................... 19  
2.3 Main steps of the CIAU method ................................................................................................... 20  
3. BEMUSE PHASE II ................................................................................................................................ 21  
3.1 Objectives ..................................................................................................................................... 21  
3.2 Participants ................................................................................................................................... 21  
3.3 Selected Results ............................................................................................................................ 22  
3.4 Summary of phase II .................................................................................................................... 26  
4. BEMUSE PHASE III ........................................................................................................................... 27  
4.1 Objectives and scope ...................................................................................................................... 27  
4.2 Participants ................................................................................................................................... 27  
4.3 Uncertain input parameters ............................................................................................................ 28  
4.4 Main results .................................................................................................................................. 30  
4.4.1 Results of reference calculations ............................................................................................ 30  
4.4.2 Results of uncertainty analysis ................................................................................................. 31  
4.4.3 Results of sensitivity or influence analysis ............................................................................. 33  
4.5 Additional investigations using statistical methods ....................................................................... 37  
4.5.1 Investigation of statistical convergence of tolerance limits by increasing the number of code runs ........................................................................................................................................ 38  
4.5.2 Modifying the type of probability distribution and truncation .............................................. 40  
4.6 Conclusions of phase III ................................................................................................................. 41  
5. BEMUSE PHASE IV ............................................................................................................................ 43  
6. BEMUSE PHASE V ............................................................................................................................ 47  
6.1 Objectives of phase V .................................................................................................................... 47  
6.2 Participants .................................................................................................................................... 47  
6.3 Specific working steps compared with phase III ......................................................................... 47  
6.4 Treatment of failed code runs ....................................................................................................... 52  
6.5 Main results ................................................................................................................................... 53
NEA/CSNI/R(2011)4

6.5.1 Results of reference calculations ................................................................. 53
6.5.2 Results of uncertainty analysis ................................................................. 55
6.5.3 Results of sensitivity analysis ................................................................. 66
6.6 Conclusions of Phase V ........................................................................... 69

7. CONCLUSIONS AND RECOMMENDATIONS ........................................ 71

7.1 Uncertainty methods and computer codes used ........................................ 71
7.2 Number of uncertain input parameters, determination of distributions and selection of values from
their distributions .................................................................................... 72
7.3 Uncertainty results .................................................................................... 73
7.4 Influence or sensitivity results ................................................................. 74
7.5 Treatment of failed runs ........................................................................ 75
7.6 Statistical convergence of tolerance limits ............................................. 75
7.7 Lessons learned ..................................................................................... 76
7.8 General remarks .................................................................................... 77

REFERENCES ....................................................................................... 79

ABBREVIATIONS ............................................................................... 81

APPENDIX 1: FURTHER EVALUATION OF RESULTS FROM BEMUSE PHASE V ........................................ 83

A1-1 First PCT ...................................................................................... 83
A1-2 Second PCT ............................................................................... 87
A1-3 Maximum PCT .......................................................................... 90
A1-4 Summary ...................................................................................... 92

APPENDIX 2: DESCRIPTION OF EVALUATION AND SYNTHESIS OF MULTIPLE SOURCES OF
INFORMATION AND FURTHER APPLICATION TO AN ANALYSIS OF BEMUSE PHASE III AND
PHASE V COMPUTER CODE RESULTS ........................................... 93

A2-1 Evaluation and synthesis methods ................................................ 93
A2-1.1 Information representation ........................................................... 94
A2-1.2 Information evaluation ................................................................. 95
A2-1.3 Information synthesis ................................................................. 97
A2-2 Application to the analysis of BEMUSE phase III results .................. 98
A2-2.1 Considered variables ................................................................ 98
A2-3 Application to the analysis of BEMUSE phase V results .................. 105
A2-3.1 Considered variables ................................................................ 105
A2-3.2 Modelling ................................................................................. 105
A2-3.3 Source evaluation ..................................................................... 106
A2-3.4 Information synthesis ................................................................. 107
A2-3.4.3 Synthesis of the information with respect to uncertainty method ... 119
A2-3.5 Conclusions ............................................................................. 122
A2-4 References .................................................................................... 122
EXECUTIVE SUMMARY

Background

Since nuclear energy was first used to produce electricity in the 1950s, the evaluation of nuclear power plant performance during accidental transient conditions has been the main issue in thermal-hydraulic safety research worldwide.

A huge amount of experimental data have been made available from very simple loops (Basic Test Facilities and Separate Effect Test Facilities) and from very complex Integral Test Facilities, simulating all the relevant parts of a Light Water Reactor (LWR). Sophisticated computer codes such as ATHLET, CATHARE, RELAP, TRAC and TRACE have also been developed, mainly in Europe and United States, and are now widely used. Such codes can calculate time trends of many variables of interest during transients in LWRs. The reliability of the predictions cannot be assessed directly due to the lack of suitable measurements in plants. The capabilities of the codes can consequently only be assessed by comparison of calculation results with experimental data recorded in small scale facilities. To evaluate the applicability of a code in predicting a plant situation, it is necessary to check, at least, that experimental data used for qualifying the codes are representative of phenomena expected in the plant and, subsequently that codes can qualitatively and quantitatively reproduce such data. Furthermore, the best-estimate character of the software quoted above involves adding an evaluation of the uncertainties of calculation results of the plant transient. Another issue of interest is sensitivity analysis, which provides additional information on the results of uncertainty analysis.

In this context, the BEMUSE (Best Estimate Methods – Uncertainty and Sensitivity Evaluation) Programme – promoted by the Working Group on Analysis and Management of Accidents (WGAMA) and endorsed by the Committee on the Safety of Nuclear Installations (CSNI) – represents an important step towards reliable application of high-quality best-estimate and uncertainty and sensitivity evaluation methods.

The programme was divided into two main steps, each one consisting of three phases. The first step is to perform an uncertainty and sensitivity analysis related to the LOFT L2-5 test, and the second step is to perform the same analysis for a Nuclear Power Plant (NPP) Large Break Loss of Coolant Accident (LBLOCA). The programme started in January 2004.

- First step (Phases 1, 2 and 3):
  - Phase I: Presentation “a priori” of the uncertainty evaluation methodology to be used by the participants.
  - Phase II: Re-analysis of the ISP-13 exercise, post-test analysis of the LOFT L2-5 large cold leg break test calculation.
  - Phase III: Uncertainty evaluation of the L2-5 test calculations, first conclusions on the methods and suggestions for improvement.
Second step (Phases IV, V and VI):

- Phase IV: Best-estimate analysis of a NPP-LBLOCA.
- Phase V: Sensitivity analysis and uncertainty evaluation for the NPP. LBLOCA, with or without methodology improvements resulting from Phase III.
- Phase VI: Status report on the area, classification of the methods, conclusions and recommendations.

As indicated in the last point, this report on BEMUSE Phase VI summarises the main results from the previous phases of the BEMUSE Programme, gives information about the applied methods and summarizes conclusions and recommendations from the whole Programme.

Objectives of the programme

The BEMUSE programme is focused on the application of uncertainty methodologies to LB-LOCA scenarios. The main goals of the programme are:

- To evaluate the practicability, quality and reliability of Best Estimate methods including uncertainty evaluations in applications relevant to nuclear reactor safety
- To develop a common understanding in this domain
- To promote/facilitate the use of these methods by the regulatory bodies and the industry.

Operational objectives include an assessment of the applicability of best estimate and uncertainty and sensitivity methods to integral tests and their use in reactor applications. The justification for such an activity is that some uncertainty methods applied to BE codes exist and are used in research organisations, by vendors, technical safety organisations and regulatory authorities. Over the last years, the increased use of BE codes and uncertainty and sensitivity evaluation for Design Basis Accident (DBA), by itself, shows the safety significance of the proposed activity. Uncertainty methods are used worldwide in licensing of loss of coolant accidents for power uprates of existing plants, for new reactors and new reactor developments. End users for the results are expected to be industry, safety authorities and technical safety organisations.

Used methods

Two classes of uncertainty methods can be distinguished. One propagates “input uncertainties” and the other one extrapolates “output uncertainties”.

The main characteristics of the methods based upon the propagation of input uncertainties is to assign probability distributions for these input uncertainties, and sample out of these distributions values for each code calculation to be performed. The number of code calculations is independent of the number of input uncertainties, but is only dependent on the defined probability content (percentile) and confidence level. The number of calculations is given by Wilks’ formula. By performing code calculations using variations of the values of the uncertain input parameters, and consequently calculating results dependent on these variations, the uncertainties are propagated in the calculations up to the results. Uncertainties are due to imprecise knowledge and the approximations of the computer codes simulating thermal-hydraulic physical behaviour.
The methods based upon extrapolation of output uncertainties need available relevant experimental data, and extrapolate the differences between code calculations and experimental data at reactor scale. The main difference of this method compared with statistical methods is that there is no need to select a reasonable number of uncertain input parameters and to provide uncertainty ranges (or distribution functions) for each of these variables. The determination of uncertainty is only on the level of calculation results due to the extrapolation of deviations between measured data and calculation results.

The two principles have advantages and drawbacks. The probabilistic methods are associated with order statistics. The method needs to select a reasonable number of variables and associated range of variations and possibly distribution functions for each one. Selection of parameters and their distribution must be justified. Uncertainty propagation occurs through calculations of the code under investigation. The “extrapolation on the outputs” method has no formal analytical procedure to derive uncertainties, and needs to have “relevant experimental data” available. In addition, the sources of error cannot be derived as result of application of the method. The method seeks to avoid engineering judgement as much as possible.

In BEMUSE phases III and V, the majority of participants used the probabilistic approach, associated with Wilks’ formula. Only University of Pisa used its method extrapolating output uncertainties. This method is called the CIAU method, Code with (the capability of) Internal Assessment of Uncertainty.

Conclusions and recommendations

The methods used in this activity are considered to be mature for application, including licensing processes. Lessons learned for a proper application of the statistical method are listed as result of the performed exercise. Differences are observed in the application of the methods, consequently results of uncertainty analysis of the same task lead to different results. These differences raise concerns about the validity of the results obtained when applying uncertainty methods to system analysis codes. The differences may stem from the application of different codes and uncertainty methods. In addition, differences between applications of statistical methods may mainly be due to different input uncertainties, their ranges and distributions. Differences between CIAU applications may stem from different data bases used for the analysis. However, as it was shown by BEMUSE phases III and V, significant differences were observed between the base or reference calculation results. Furthermore, differences were seen in the results using the same values of single input parameter variations in BEMUSE phases II and IV.

When a conservative safety analysis method is used, it is claimed that all uncertainties which are considered by an uncertainty analysis are bounded by conservative assumptions. Differences in calculation results of conservative codes would also be seen, due to the user effect such as different nodalisation and code options, like for best estimate codes used in the BEMUSE programme. Difference of code calculation results have been observed for a long time, and have been experienced in all International Standard Problems where participants calculated the same experiment or a reactor event. The main reason is that the user of a computer code has a big influence on how a code is used. The objective of an uncertainty analysis is to quantify the uncertainties of a code result. An uncertainty analysis cannot compensate for code deficiencies. Therefore, necessary pre-condition is that the code is suitable to calculate the scenario under investigation.

A user effect can also be seen in applications of uncertainty methods, like in the BEMUSE programme. In uncertainty analysis, the emphasis is on the quantification of a lack of precise knowledge by defining appropriate uncertainty ranges of input parameters, which could not be achieved in all cases in BEMUSE. For example, some participants specified too narrow uncertainty ranges for important input uncertainties based on expert judgement, and not on sufficient code validation experience. Therefore, skill, experience and knowledge of the users about the applied suitable computer code as well as the used uncertainty method are important for the quality of the results.
Instead of emphasising too much an appropriate number of calculations to be performed when applying the statistical method, one should concentrate first on the basis or reference calculation. However, an increased number of calculations may be advisable because it decreases the dispersion of the tolerance limits. Secondly, it is very important to include influential parameters and provide distributions of uncertain input parameters, mainly their ranges. These assumptions must be well justified. An important basis to determine code model uncertainties is the experience from code validation. This is mainly provided by experts performing the validation. Appropriate experimental data are needed. More effort, specific procedures and judgement should be focused on the determination of input uncertainties.

This last point is an issue for recommendation for further work. Especially, the method used to select and quantify computer code model uncertainties and to compare their effects on the uncertainty of the results could be studied in a future common international investigation using different computer codes. That may be performed based on one experiment. Possibly approaches can be tested to derive these uncertainties by comparing calculation results and experimental data. Other areas are selection of nodalisation and code options. This issue on improving the reference calculations among participants is fundamental in order to obtain more common bands of uncertainties of the results.
INTRODUCTION

The BEMUSE (Best Estimate Methods, Uncertainty and Sensitivity Evaluation) Programme has been promoted by the Working Group on Accident Management and Analysis (GAMA) and endorsed by the Committee on the Safety of Nuclear Installations (CSNI). The objectives of this programme were to evaluate the practicability, quality and reliability of best-estimate methods including uncertainty evaluations in applications relevant to nuclear reactor safety, to develop common understanding and to promote/facilitate their use by the regulatory bodies and the industry. The programme focused on the applications of uncertainty methodologies to large break LOCA (Loss of Coolant Accident) in PWR (Pressurized Water Reactor).

Uncertainties of code calculation results come from approximations of the balance or conservation equations in system thermal-hydraulic computer codes. Not all interactions between steam and liquid are included. Lacking information has to be supplied by the code users. Averaging over a cross section scale is another approximation whereas velocity profiles occur in reality, for example. These uncertainties are expressed by uncertainties of models in the code. Other uncertainties may be due to imprecise knowledge of initial and boundary conditions, not exactly known flow paths, like bypass flows in the reactor vessel, fuel parameters, and so on.

1.1 Historical Background

The first uncertainty analysis was performed with the CSAU methodology [1]. The method was demonstrated in 1989 using the TRAC-PF1 code for a large break loss of coolant accident (LB-LOCA). The main issues of uncertainty analysis were already described: Selection of the uncertain input parameters, determination of their range of variation and propagation of these input uncertainties. The number of input parameters was limited to less than 10 via a phenomena identification and ranking process. Values were assigned to the input parameters inside their range of variation and roughly 100 TRAC calculations were performed by shifting the input parameters one by one, two by two, etc. according to these levels. The obtained values of the outputs were used to build a polynomial response surface. A large number of Monte-Carlo histories, typically 50000, were then performed with the response surface to estimate the desired percentiles of the outputs. This method can be seen as a mixing between a deterministic approach during the building of the response surface and a statistical one with the Monte-Carlo histories.

In 1994, GRS proposed a fully statistical method [2]. It is based on the use of Wilks’ formula [3] to determine the number of code runs needed to obtain a given tolerance limit with a given confidence level. Unlike the CSAU, this number of code runs is independent of the number of input parameters and all the input parameters are sampled simultaneously. This method is presently largely used in research and licensing, as it was for phases III and V of BEMUSE.
At the same time, UNIPI proposed another method, the UMAE, based on the extrapolation of the code-experiment differences on the outputs, determined via a large experimental database [4]. This method has been completed in 2000 by the CIAU [5], used by UNIPI in licensing and for BEMUSE.

The first proposal to perform uncertainty analysis in licensing applications was initiated by the US Nuclear Regulatory Commission in the year 1989. The USA Code of Federal Regulations (CFR) 10 CFR 50.46 [6], for example, allows either to use a “best estimate” (BE) code plus identification and quantification of uncertainties, or the conservative option using conservative computer code models listed in Appendix K of the CFR. However, when using a best estimate computer code, it is required that uncertainties have to be identified and assessed so that the uncertainty in the calculated results can be estimated.

A high level of probability has to be applied that acceptance criteria would not be exceeded. That high level of probability is specified in the US NRC Regulatory Guide 1.157 to 95% or more [7]. Regulatory Guide 1.157 described the uncertainties to be considered for loss of coolant accidents (LOCA). Other events that must be considered in the safety analyses do not require a complete uncertainty analysis according to NRC Guide 1.203 [8]. In most cases “suitably conservative” input parameters should be used.


An IAEA Safety Guide SSG-2 “Deterministic Safety Analysis for Nuclear Power Plants”, published in December 2009 [11], provides harmonized guidance to designers, operators, regulators and providers of technical support on deterministic safety analysis for nuclear power plants. Three ways of analyzing anticipated operational occurrences and design basis accidents to demonstrate that the safety requirements are met, are currently used to support applications for licensing:

1. Use of conservative computer codes with conservative initial and boundary conditions (conservative analysis);
2. Use of best estimate computer codes combined with conservative initial and boundary conditions (combined analysis);
3. Use of best estimate computer codes with conservative and/or realistic input data but coupled with an evaluation of the uncertainties in the calculation results, with account taken of both the uncertainties in the input data and the uncertainties associated with the models in the best estimate computer code (best estimate analysis). The result, which reflects conservative choice but has a quantified level of uncertainty, is used in the safety evaluation.

The Safety Guide SSG-2 states that the use of best estimate analysis together with an evaluation of the uncertainties is increasing. Accordingly, emphasis is given to the third way to perform safety analysis. With regard to that approach, “it is common practice to require that assurance be provided of a 95% or greater probability that the applicable acceptance criteria for a plant will not be exceeded.” “Techniques may be applied that use additional confidence levels, for example, 95% confidence levels, with account taken of the possible sampling error due to the fact that a limited number of calculations have been performed.”

Nowadays, Best Estimate Plus Uncertainty Methods (BEPU) are extensively used worldwide in licensing of LOCA (USA, Brazil, Korea, Netherlands, etc.) or significant activities are developed for a future use in licensing (Canada, Czech Republic, France, Japan, etc.). CSAU is often used, but more as a general framework for performing an uncertainty analysis including the use of a Phenomena Identification and
Ranking Table (PIRT) to limit the number of considered input parameters associated with the use of other statistical methods than that explained in the demonstration case [1]. Among these statistical methods, Wilks’ formula, used in the GRS method, is very often applied in research and in safety analysis in licensing applications. The UNIPI method has also been applied in licensing. For example, it was used in Brazil for the Angra-2 NPP licensing to verify the vendor’s method.

Even for the methods based on propagation of input uncertainties (CSAU and GRS), there is not yet a complete consensus about some questions. One can quote for example for these methods: Number of code runs, of input parameters, choice of these input parameters, determination of their range of variation, etc. Therefore, the BEMUSE programme was initiated, and especially the phases devoted to uncertainty and sensitivity analyses such as phases 3 and 5, provide an opportunity to gain insight in these different approaches, in different performances of codes and different analysts working on the same task.

1.2 Uncertainty Methods Study (UMS)

A former CSNI activity connected with uncertainty was the Uncertainty Method Study (UMS) which started in the year 1996 [12]. In this programme five different uncertainty methodologies were applied on a small break loss of coolant accident on the Japanese LSTF test facility. The calculations were performed for LSTF Test SB-CL-18, a 5% cold leg break, loss of off-site power and no high pressure ECC injection. LSTF has a volume scale of 1:48. Accumulators started ECC injection into the cold legs below 4.51 MPa, the low pressure ECC injection started below 1.29 MPa.

The objectives of the Study were:

- A step by step comparison of five different methods.
- A comparison of the uncertainties predicted by different methods and the results of the experiment.
- To identify and explain the discrepancies between predicted uncertainties.
- To prove the suitability of these methods for quantifying uncertainties with best-estimate codes, in this particular application.

Four of the five involved uncertainty methods are based on a propagation of uncertainties through the computer code and one uncertainty method is based on accuracy extrapolation, i.e. the University of Pisa method UMAE (Uncertainty Method based on Accuracy Extrapolation). The principle of an uncertainty propagation method is to evaluate the uncertainty sources attached to the input data and physical models used by the code, and to propagate them by performing code calculations varying the input uncertainties according to their ranges and distributions. Among the uncertainty propagation methods, three methods are statistical (the ENUSA, GRS and IRSN methods), essentially following the GRS method, and the AEAT (Atomic Energy Authority Technology) method quantifies ranges and it is up to the analyst to combine values out of these ranges without using statistics.

UMS was the first international investigation to a small break LOCA. Five uncertainty analysis methods were compared. Approximately 340 runs modelling LSTF SB-CL-18 were performed. Uncertainty ranges were calculated that bound the data of the experiment. Small differences between the predictions of uncertainty ranges were obtained for pressure and primary mass. Significant differences were calculated for uncertainty ranges of peak cladding temperature of the hot rod. These differences came from a combination of the method used, the completeness of the identification and selection of uncertainties or relevant thermal-hydraulic aspects. For the Pisa method was the optimisation of the nodalisation and
possibly the different number of experiments used important for the differences between applications of two different codes. Five experiments with CATHARE were used, and 10 with RELAP. The main reasons for differences of the uncertainty propagation methods were the underlying accuracy of the reference calculation and the representation of the LSTF facility used, as well as the ranges of the input uncertainties, like uncertainty ranges or probability distributions. It follows that it is very important how the methods are applied.

1.3 BEMUSE Programme

1.3.1 Main steps of BEMUSE

The programme was divided into two main steps, each one consisting of three phases. The first step is to perform an uncertainty and sensitivity analysis related to the LOFT L2-5 test, and the second step is to perform the same analysis for a Nuclear Power Plant (NPP) Large Break Loss of Coolant Accident (LBLOCA). The programme started in January 2004.

- First step (Phases I, II and III):
  - Phase I: Presentation “a priori” of the uncertainty evaluation methodology to be used by the participants (lead organization: IRSN).
  - Phase II: Re-analysis of the ISP-13 exercise, post-test analysis of the LOFT L2-5 large cold leg break test calculation (lead organization: University of Pisa).
  - Phase III: Uncertainty evaluation of the L2-5 test calculations, first conclusions on the methods and suggestions for improvement (lead organization: CEA).

- Second step (Phases IV, V and VI):
  - Phase IV: Best-estimate analysis of a NPP-LBLOCA (lead organization: UPC Barcelona).
  - Phase V: Sensitivity analysis and uncertainty evaluation for the NPP LBLOCA, with or without methodology improvements resulting from Phase III (lead organization: UPC Barcelona).
  - Phase VI: Status report on the area, classification of the methods, conclusions and recommendations (lead organization: GRS).

As indicated in the last point, this report on BEMUSE Phase VI summarizes the main results from the previous phases of the BEMUSE Programme, gives some information about the applied methods and summarizes conclusions and recommendations from the whole Programme. One new evaluation of results from phase V, the Zion Nuclear Power Plant is included in Appendix 1. A different approach to evaluate results of phase III, the uncertainty analyses of LOFT L2-5 post-test calculations, and phase V are included in Appendix 2.
1.3.2 Objectives of BEMUSE

The high-level objectives of the work are:

- To evaluate the practicability, quality and reliability of Best-Estimate (BE) methods including uncertainty and sensitivity evaluation in applications relevant to nuclear reactor safety.

- To develop common understanding from the use of those methods.

- To promote and facilitate their use by the regulatory bodies and the industry.

Operational objectives include an assessment of the applicability of best estimate and uncertainty and sensitivity methods to integral tests and their use in reactor applications. The justification for such an activity is that some uncertainty methods applied to BE codes exist and are used in research organisations, by vendors, technical safety organisations and regulatory authorities. Over the last years, the increased use of BE codes and uncertainty and sensitivity evaluation for Design Basis Accident (DBA), by itself, shows the safety significance of the proposed activity. Uncertainty methods are used worldwide in licensing of loss of coolant accidents for power uprates of existing plants, for new reactors and new reactor developments. End users for the results are expected to be industry, safety authorities and technical safety organisations.
The a-priori of the uncertainty evaluation methodology to be used by the participants in BEMUSE programme was presented in [13]. Among the participating organizations nine out of ten adopted an uncertainty methodology based on a propagation of sources of uncertainties. Moreover, these nine organizations have chosen to follow a statistical methodology using order statistics. This method was first proposed by GRS for application in deterministic safety analysis. Therefore, all these methods have most characteristics in common. In particular for the uncertainty propagation method, all participants intended to use a sampling method, e.g. random sampling or Latin Hypercube Sampling (LHS), and for evaluating the reasonable uncertainty margins a majority of them wanted to use order statistics results according to Wilks’ formula.

The Pisa University intended to use the CIAU (Code with Capability of Internal Assessment of Uncertainty) method which is an extension of the UMAE method, based on extrapolation of accuracy. It must be noted that no participant used a method like AEAT in the earlier uncertainty methods comparison.

2.1 Participants

Participating Organisations and Persons of this first phase of the BEMUSE Programme were:

CEA, France  
Agnès de Crécy, Pascal Bazin

ENUSA & UPC, Spain  
Marina Perez, Francesc Reventos (UPC)  
Carlos Lage, Javier Riverola (ENUSA)

GRS, Germany  
H. Glaeser, B. Krzykacz-Hausmann, T. Skorek

IRSN, France  
J-P. Benoit, E. Chojnacki, N. Messer

JNES, Japan  
Fumio Kasahara

KINS, South Korea  
Deog-Yeon Oh

NRI, Czech Republic  
Jiri Macek, Radim Meca, Josef Vavrin

PSI, Switzerland  
Macion Rafael

TAEK, Turkey  
Dr. E.Tanker, Dr. F.Ağlar, A.E.Soyer, O.Ozdere

Università Degli Studi di Pisa,  
Alessandro Petruuzzi, Francesco D’Auria

Italy

2.2 Main steps of a statistical method

The steps for performing an uncertainty and sensitivity analysis using a statistical method are as follows:

1) Decision on dominant phenomena and corresponding computer code models.

2) All model parameters and initial and boundary conditions are selected, which potentially contribute to the uncertainty in code predictions for a chosen integral test or a power plant.
3) Probability distributions or probability density functions are specified for each identified uncertain parameter. This specification reflects the state of knowledge gained during the code validation process using mainly separate effects tests and integral tests for model parameters. Uncertain initial and boundary conditions have to be specified according to the knowledge of the analyst about their uncertainties.

4) If model parameters have contributors to their uncertainty in common, the respective states of knowledge are dependent. This dependence needs to be quantified, if judged to be potentially important. Measures of association (correlation coefficients), conditional probability distributions and other means are available for dependence quantification.

5) Key output parameters are selected for which the uncertainty of calculation results have to be determined.

6) According to the specified probability distributions and quantified dependences a random sample of parameter values is selected (according to the number of code runs) and code runs are performed with simultaneous variations of the different uncertain parameters for each run.

7) Quantitative statements of the combined influence of the quantified input uncertainties on the code results are derived.

8) Sensitivity measures are derived according to their contributions to the uncertainty of the results. From these measures a ranking of important parameters is obtained as a result of the analysis (not by prior importance ranking of experts, like in the CSAU method demonstration for example).

9) When performing an analysis for a post-experiment calculation, the calculated uncertainty limits or intervals are compared with measured test data to see whether the calculated uncertainties bound the data.

10) If the predicted uncertainty limits are consistent with the data, the uncertainty analysis can be used for plant calculations. If they are not, then the specifications of the probability distributions have to be checked.

2.3 Main steps of the CIAU method

The CIAU method is based on the principle that it is reasonable to extrapolate code output errors observed for relevant experimental tests to real plants. The development of the method implies the availability of qualified experimental data. A first step is to check the quality of code results with respect to experimental data by using a procedure based on Fast Fourier Transform Method. Then a method (UMAE) is applied to determine both Quantity Accuracy Matrix (QAM) and Time Accuracy Matrix (TAM). This matrix QAM and this vector TAM are used to estimate ‘time-domain’ and ‘phase-space’ uncertainties for the considered scenario.

The main difference of this method compared with statistical methods is that there is no need to select a reasonable number of uncertain input parameters and to provide uncertainty ranges (or distribution functions) for each of these variables. The determination of uncertainty is only on the level of calculation results due to the extrapolation of deviations between measured data and calculation results. Application of this method needs to accept the accuracy extrapolation to large reactor scale, possible scaling distortions of integral experiments as well as different time scales used for accuracy determination. Possible compensating errors of the used computer code are not taken into account, and error propagation from input uncertainties through output uncertainties is not performed.
3. BEMUSE PHASE II

A re-analysis of International Standard Problem No. 13 was performed. This is based on a post-test calculation of the LOFT L2-5 test. This test simulated a 2 x 100% cold leg break with loss of off-site power, accumulators started into the cold legs below 4.3 MPa. High and low pressure ECC injection was available. Fourteen reference calculations were submitted and processed, coming from eleven countries and using seven different thermal-hydraulic system codes. The technological importance of the activity is:

   a) LOFT is the only Integral Test Facility with a nuclear core where safety experiments were performed.
   b) The ISP-13 was completed more than 20 years ago and open issues remained from the analysis of the comparison between measured and calculated trends.

3.1 Objectives

The scope of the phase II of BEMUSE was to perform a Best Estimate Large Break LOCA analysis making reference to the experimental data of LOFT L2-5 in order to address the issue of “the capabilities of computational tools” including the scaling/uncertainty analysis [14]. The objective of the activity is the demonstration of quality of the system code calculations in performing LBLOCA analysis through the fulfilment of a comprehensive set of common criteria established in correspondence of different steps of the code assessment process. In particular, criteria and threshold values for selected parameters have been adopted for:

   a) The development of the nodalization;
   b) The evaluation of the steady state results;
   c) The qualitative and quantitative comparison between measured and calculated time trends.

The activity started with rewriting of the technical specifications for the L2-5 experiment, since the availability of a common standard reference experimental database was a pre-requisite for carrying out phase II. This implied assumptions from the host institution University of Pisa and the availability of a comprehensive set of tables and figures.

3.2 Participants

The participants to phase II and the used codes are given in the following Table 1.
Table 1: Participants of BEMUSE Phase II

<table>
<thead>
<tr>
<th>№</th>
<th>NAME</th>
<th>ORGANIZATION'S NAME</th>
<th>CODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A. de Crecy P. Bazin</td>
<td>CEA</td>
<td>CATHAREv25</td>
</tr>
<tr>
<td>2</td>
<td>S. Borisov EDO “GIDROPRESS”</td>
<td>Tech-M-97</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>H. Glaeser T. Skorek</td>
<td>GRS</td>
<td>ATHLET1.2C</td>
</tr>
<tr>
<td>4</td>
<td>E. Chojnacki J.P. Benoit</td>
<td>IRSN</td>
<td>CATHAREv25 Mod6.1</td>
</tr>
<tr>
<td>5</td>
<td>K. Fujioka S. Inoue</td>
<td>JNES</td>
<td>TRAC-M/F77 V5.5.2</td>
</tr>
<tr>
<td>6</td>
<td>B.D.Chung</td>
<td>KAERI</td>
<td>MARS 2.3</td>
</tr>
<tr>
<td>7</td>
<td>I. Trosztel I. Toth</td>
<td>KFKI-AEKI</td>
<td>ATHLET2.0A</td>
</tr>
<tr>
<td>8</td>
<td>D. Y. Oh</td>
<td>KINS</td>
<td>RELAP5/MOD3.3</td>
</tr>
<tr>
<td>9</td>
<td>R. Pernica M. Kyncl</td>
<td>NRI-1</td>
<td>RELAP5/MOD3.3</td>
</tr>
<tr>
<td>10</td>
<td>J. Macek NRI-2</td>
<td>ATHLET Mod 2.0 Cycle A</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>R. Macian</td>
<td>PSI</td>
<td>TRACE v 4.05</td>
</tr>
<tr>
<td>12</td>
<td>A. E. Soyer TAEK</td>
<td>RELAP5/MOD3.3</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>F. Reventos M. Perez</td>
<td>UPC</td>
<td>RELAP5/MOD3.3</td>
</tr>
<tr>
<td>14</td>
<td>A. Petruzzi F. D’Auraia</td>
<td>UPI</td>
<td>RELAP5/MOD3.2</td>
</tr>
</tbody>
</table>

3.3 Selected Results

Differences of nodalisations by the participants are shown, ranging from 82 to 673 hydraulic nodes to represent the LOFT facility. The number of core channels is between 1 and 12, and the axial nodes per core channel ranges from 5 to 18. The highest difference in calculated peak cladding temperatures (PCT) between the participants is 280 K (1250 – 970 K), for example. The lowest calculated value underestimated the measured PCT by 92 K, and the highest overestimated the measured value by 188 K.

Based on procedures developed at University of Pisa, a systematic qualitative and quantitative accuracy evaluation of the code results have been applied to the calculations performed by the participants. The qualitative accuracy evaluation is characterized by the selection of Relevant Thermal-hydraulic Aspects (RTA) and by the comparison between measured and calculated time trends. The qualitative step fulfilment is a prerequisite to the application of the Fast Fourier Transform Based Method (FFTBM) which quantifies the error in code predictions related to the measured experimental data [14]. The proposed criteria for qualitative and quantitative evaluation at different steps in the process of code assessment have been carefully pursued by participants during the development of the nodalisation, the evaluation of the steady state results and of the
measured and calculated time trends. The average accuracy $A_{A\text{tot}}$ is a global parameter for the deviations between calculations and measurements, as described in reference [14]. A threshold value of $A_{A\text{tot}} < 0.4$ was specified for accepting the calculation as qualified. All participants fulfill that criterion, Figure 1. The global acceptability factor for the nodalisation $Q_A$ and the acceptability level for steady state performance of the code results $Q_B$ give information about the performance of the participants. The acceptability value of 1.0 is met by all participants, Figure 1.

Global acceptability for nodalisation development

$Q_A$ = Global acceptability factor for nodalisation qualification at steady state level

$A_{A\text{tot}}$ = Average accuracy, parameter for the deviations between calculations and measurements

Figure 1: Global average accuracy of participant’s results

Single parameter sensitivity analyses have been proposed and performed by the participants to investigate the influence of different parameters (break area, gap conductivity, core pressure drops, time of scram etc.) for the predicted large break LOCA transient. This investigation does not constitute an uncertainty evaluation for the analysis of experiments but shall be used as guidance for deriving such uncertainties to be considered in phase III. The influence of changing the individual input parameters from its reference value to its proposed value for the sensitivity analysis (same values for each participant) leads to partly very different ranges of peak cladding temperature, see Figure 2. The proposed variations of parameter values are given in Table 2:
<table>
<thead>
<tr>
<th>No.</th>
<th>PARAMETERS</th>
<th>RANGE</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Break Area</td>
<td>RC x 0.7 – RC x 1.15</td>
<td>Tube diameter from RPV to break point shall be modified respect to RC.</td>
</tr>
<tr>
<td>2</td>
<td>Gap Conductivity</td>
<td>RC x 0.2 – RC x 2</td>
<td>Only in the hot rod in hot channel (zone 4).</td>
</tr>
<tr>
<td>3</td>
<td>Gap Thickness</td>
<td>RC x 0.3 – RC x 3</td>
<td>Only in the hot rod in hot channel (zone 4).</td>
</tr>
<tr>
<td>4</td>
<td>Presence of Crud</td>
<td>0.15 mm</td>
<td>Consideration of 0.15 mm of crud in hot rod in hot channel with thermal conductivity that is characteristic of ceramic material, e.g. Al₂O₃.</td>
</tr>
<tr>
<td>5</td>
<td>Fuel Conductivity</td>
<td>RC x 0.4 – RC x 2</td>
<td>Only in the hot rod in hot channel (zone 4).</td>
</tr>
<tr>
<td>6</td>
<td>Core Pressure Drop</td>
<td>RC + ( \Delta ) ( D_{P_{rot}} = (D_{P_{rot}})_{RC} x 0.9)</td>
<td>The pressure drop across the core shall increase (decrease) of an amount ( \Delta ) to obtain a total pressure drop that is 30% (10%) bigger (lower) than the total pressure drop of reference case.</td>
</tr>
<tr>
<td>7</td>
<td>CCFL at UTP and/or connection UP</td>
<td>Range not assigned</td>
<td>CCFL is nodalization dependent. Each participant can propose a solution.</td>
</tr>
<tr>
<td>8</td>
<td>Decay Power</td>
<td>RC x 0.8 – RC x 1.25</td>
<td>The decay power shall be 25% (20%) bigger (lower) than in the reference case. Basis is “Decay Heat Power in LWR”, ANSI/ANS-5.1, 1978; Table VI.a in [14].</td>
</tr>
<tr>
<td>9</td>
<td>Time of Scram</td>
<td>RC - 0.20 – RC + 1 sec</td>
<td>The power curve shall follow the imposed time trend that implies full power till RC + 1 sec (RC – 0.20 sec) and after that shall followed the decay power.</td>
</tr>
<tr>
<td>10</td>
<td>Maximum Linear Power</td>
<td>RC x 0.8 – RC x 1.5</td>
<td>Only in the hot rod in hot channel (zone 4)</td>
</tr>
<tr>
<td>11</td>
<td>Accumulator Pressure</td>
<td>RC – 0.5 MPa – RC + 0.5 MPa</td>
<td>Set point of accumulator pressure shall be 0.5 MPa lower (bigger) than the set point in the base case (= 4.29 MPa).</td>
</tr>
<tr>
<td>12</td>
<td>Accumulator Liquid Mass</td>
<td>RC x 0.7 – RC x 1.1</td>
<td>Accumulator liquid mass shall be 0.7 (1.1) times the value in the reference case.</td>
</tr>
<tr>
<td>13</td>
<td>Pressurizer Level</td>
<td>RC - 0.5 m – RC + 0.5 m</td>
<td>Pressurizer level shall be 0.5 m lower (bigger) than in the reference case.</td>
</tr>
<tr>
<td>14</td>
<td>HPIS Failure</td>
<td>----</td>
<td>Failure of HPIS.</td>
</tr>
<tr>
<td>15</td>
<td>LPIS injection initiated</td>
<td>RC + 30 sec</td>
<td>Delay in starting LPIS injection.</td>
</tr>
</tbody>
</table>

**Table 2: Proposed variations of parameters for sensitivity analysis**

Fifteen parameters were proposed to be varied to perform sensitivity analyses for single parameters. Parameter values in bold numbers were recommended. They are partly unrealistically far away from the reference values. Therefore, the calculated cladding temperatures are calculated partly far beyond those which are usual for design basis accidents. Therefore, models of different codes outside their validation range may calculate deviating results. Some parameters, like presence of crud and counter-current flow at the upper tie plate were performed by a few participants only.
Figure 2 shows the calculated values of $\Delta$PCT, where $\Delta$ is the difference between the value of the PCT obtained by the sensitivity calculation and the relative values of the reference calculation. It shows the variations of $\Delta$PCT per sensitivity parameter and per participant, respectively. For the comparison it should be noted:

- GRS and NRI-2 calculations (same code but different versions used) are characterized by the largest ranges of variation for $\Delta$PCT (about 800 K, from -93K till +695K for GRS and from -52K till +731K for NRI-2);

- CEA and NRI-1 calculations (different codes) are characterized by the smallest ranges of variation for $\Delta$PCT (about 350 K, from -84K till +270K for CEA and from -9K till +370K for NRI-1);

- For the sensitivity no. 2 (gap conductivity), GRS adopted the maximum value of gap conductivity instead of the given minimum value. This explains the negative $\Delta$ value obtained by GRS (-93K);

- Some participants predicted a variation of PCT in an opposed direction compared with other calculations. This occurs for GIDRO (accumulator liquid mass), IRSN (gap thickness and fuel conductivity), KAERI (time of scram), PSI (fuel conductivity) and UPC (break area and decay power);

- The sensitivities on accumulator pressure, accumulator liquid mass, pressurizer level, failure of HPIS, injection time of LPIS and occurrence of CCFL at upper tie plate have almost no effect on PCT;

- The sensitivities on gap conductivity, gap thickness, fuel conductivity and maximum linear power have a large impact on PCT (max value of $\Delta$ equal to 731 K);

- The sensitivities on core pressure drops and pressurizer level are characterized by positive and negative values of $\Delta$PCT.
3.4 Summary of phase II

Significant achieved results are summarized as follows:

1) Almost all performed calculations appear qualified against the fixed criteria, few mismatches between results and acceptability thresholds have been found.

2) Dispersion bands of results are less than in ISP-13, which was based on the same LOFT test. This demonstrates code improvements over the last 20 years but especially in techniques for performing analysis.

The proposed parameter values for single parameter sensitivity investigation are partly unrealistically far away from the reference values. Therefore, the calculated cladding temperatures are partly calculated beyond those which are usual for design basis accidents, and therefore not in the validated range. Another reason for the difference of results from participants using the same values for input parameter variations may be different models for the same heat transfer regime in different codes, different changes of heat transfer regimes during the transient due to different nodalisations and due to other selections in the input decks. The performed sensitivity studies were intended to be used as guidance for deriving uncertainties of relevant input parameters like for phase III of the BEMUSE Programme.
4. **BEMUSE PHASE III**

4.1 **Objectives and scope**

Based on the calculations performed in BEMUSE phase II, uncertainty analyses were conducted in phase III for post test calculations of LOFT Test L2-5, a double ended cold leg break. For the general goal of BEMUSE, it seemed easier to start calculating an experiment rather than directly a nuclear power plant, because it provides data to compare with calculated uncertainty bands. First conclusions on the methods and suggestions for improvement should be made as result of the exercise.

4.2 **Participants**

Eleven participants coming from ten organizations and eight countries have participated to the exercise. Ten of them have followed very precisely the requirements of phase III. The contribution from JNES was sent too late to have the same level of reviewing as the other ones. This contribution is not taken into account in the analysis and synthesis of results. Five different thermal-hydraulic system codes have been used, partly with different versions:

- ATHLET: 2 participants
- CATHARE: 2 participants
- MARS: 1 participant
- RELAP5 : 4 participants
- TRACE: 2 participants

The list of the organizations participating in phase III of BEMUSE is given in Table 3.

<table>
<thead>
<tr>
<th>Number</th>
<th>Organization’s name</th>
<th>Country</th>
<th>Name</th>
<th>Code name</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>CEA</td>
<td>France</td>
<td>P. Bazin</td>
<td>CATHARE V2.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>A.de Crécy</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>GRS</td>
<td>Germany</td>
<td>H. Glaeser</td>
<td>ATHLET</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>T. Skorek</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>IRSN</td>
<td>France</td>
<td>J. Joucla</td>
<td>CATHARE V2.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>P. Probst</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>KAERI</td>
<td>South Korea</td>
<td>B. Chung</td>
<td>MARS 2.3</td>
</tr>
</tbody>
</table>
4.3 Uncertain input parameters

“Each participant is free to define the list of his input parameters” was chosen without a real discussion at the beginning of this phase III. However, this option can be justified due to several reasons. Proposing a list of common parameters would have presented the risk to forget one or several relevant parameters. Due to the high number of participants we gained a variety of uncertain input parameters and their distributions. The advantage is to show the state of knowledge on how to come up with input uncertainties. Anyway, imposing the same parameters to be used by all participants would not be possible for the parameters related to the physical models, due to the different codes used.

To list the sources of uncertainties, two kinds of uncertainty methods need to be distinguished: The CIAU method based on the propagation of output errors and used by University of Pisa, and the statistical methods with propagation of uncertainties of input parameters, used by the other participants. According to UNIPI, the CIAU method claims to take into account implicitly all the sources of uncertainties, as they are listed below for the statistical methods.

For the statistical methods, two kinds of uncertainties can be distinguished:

- The uncertainties of the first kind are directly modelled by uncertain input parameters (e.g. physical models). Table 4 summarizes the different types of input parameters and those considered by each participant, including UNIPI despite it is not addressing input uncertainties.

- The uncertainties of the second type can in some cases be modelled via input parameters. These are uncertainties due to the nodalization, treatment of deficiencies of the code, scaling effect and user’s effect. The participants take them into account in different ways, for example:

  o By adapting the range of variation of the input parameters: Uncertainties related to nodalization and scale-up effect (CEA, GRS, etc.):

    ▪ Nodalization: Performed by following the rules of user’s guidelines and assessment. One possibility is to provide different input decks with varied nodalisations and select those via an input parameter. However, it is recommended to optimize the nodalisation in the validation process. Some participants using a 3-D meshing of the vessel consider a number of axial meshes of the core which can be quite low. It may lead to broaden the range of variation of the
parameters related to the core behaviour if this range of variation has been determined with a finer meshing corresponding to a 1-D description of the core (CEA).

- Scale-up effect: The results of experiments to a scale very different from the scale of LOFT are not considered. That is the case for example for UPTF 1:1 test results for the downcomer bypass (CEA, PSI). If there is insufficient information on scaling for a particular geometry, the range of variation is broadened (GRS).

  - By adding a bias on the output parameter in case of complex phenomena not well described by the code, such as ECC bypass or steam binding (KINS). But the used codes do not generally have deficiencies, except for a few cases, like dissolved nitrogen in MARS (KAERI) or CCFL in TRACE (PSI).

### Table 4: Different kinds of uncertain input parameters considered by the participants

<table>
<thead>
<tr>
<th>CEA</th>
<th>GRS</th>
<th>IRSN</th>
<th>KAERI</th>
<th>KINS</th>
<th>NNE-1</th>
<th>NNE-2</th>
<th>PSI</th>
<th>UNIPI</th>
<th>LPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>CATHARE V2.5</td>
<td>ATHLET 1.2C</td>
<td>CATHARE V2.5</td>
<td>MARS 2.3</td>
<td>RELAP5/MOD3</td>
<td>RELAP5/MOD3</td>
<td>ATHF/MOD2- athA</td>
<td>TRACE v 4.0</td>
<td>RELAP5/ MOD3</td>
<td>RELAP5/MOD3</td>
</tr>
<tr>
<td>Number of input parameters</td>
<td>52</td>
<td>49</td>
<td>42</td>
<td>14</td>
<td>13</td>
<td>31</td>
<td>64</td>
<td>24</td>
<td>NA¹</td>
</tr>
<tr>
<td>physical models</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes²</td>
<td>yes</td>
</tr>
<tr>
<td>material properties</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes²</td>
</tr>
<tr>
<td>initial and boundary conditions</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>yes²</td>
</tr>
<tr>
<td>alternative models</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes²</td>
</tr>
<tr>
<td>numerical parameters</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>yes²</td>
</tr>
<tr>
<td>geometrical data, except for fuel³</td>
<td>form loss, coefficients, heat slab structures</td>
<td>form loss, coefficients, bypass cross section, etc.</td>
<td>no</td>
<td>break area, form loss coefficient</td>
<td>no</td>
<td>loss coefficients, accumulator liquid volume</td>
<td>break valve area, form loss coeff., bypass flow paths, etc.</td>
<td>accumulator volume</td>
<td>yes²</td>
</tr>
</tbody>
</table>

¹: Not Applicable
²: The method does not consider these input parameters but takes into account implicitly the sources of uncertainties that they represent.
³: The cold gap size, considered by many participants, has been classified among the parameters of type “initial and boundary conditions”.

The uncertain input parameters were selected in two ways:

- Set-up a Phenomena Identification and Ranking Table (PIRT) to identify the most influential phenomena to limit the number of considered input parameters, which resulted in 13 to 24 parameters

- Include all potentially important input parameters, which resulted in 31 to 64 parameters.

In order to come up with the distribution of values for these identified uncertain parameters a literature review was performed, e.g.: 29
- Uncertainties about initial and boundary conditions, including the fuel thermal behaviour, was found in the LOFT L2-5 documentation or in the specifications provided by UNIPI for phase II of BEMUSE.

- RELAP5 Code Manuals were used by some users (KINS and NRI-1, but not UPC) and also users of MARS 2.3 (KAERI).

- Depending on the participants, assessment studies were performed (mainly by GRS and PSI).

- Previous analyses were used, either already performed by the participant (GRS, KINS, NRI-1, NRI-2, UPC) or investigations like CSAU [1] (KAERI, PSI) or UMS [12] (GRS, NRI-1, UPC).

Other sources are handbooks for the material properties (KAERI), norms for decay heat power (a majority of participants), sensitivity analyses performed during Phase II of BEMUSE (KAERI), etc.

Another source of information comes from code validation fitting experimental data, mainly from separate effects tests, as recommended by GRS, CEA, IRSN, PSI and to a less extent KINS. Validation experience from integral tests is also used.

Expert judgement was used when no experimental data or specific documentation was available. It was also extensively used due to lack of time for detailed investigations.

4.4 Main results

4.4.1 Results of reference calculations

Figure 3 shows the differences of the best-estimate reference or base calculation of the maximum cladding temperature of the users of CATHARE, of ATHLET and of RELAP5/Mod3.3 or Mod3.2. One finds differences between users applying the same code and partly even the same code version. That user effect has been discussed already in several international comparisons, like International Standard Problems [23]. Data from the experiment are included for comparison.

The most important user’s effect seems to be for both users of CATHARE, but this can be explained. CEA has corrected a mistake in the friction form loss in the accumulator line, found after completion of phase II whereas IRSN did not change the results of Phase II with the aim of performing a blind calculation for phases II and III. Before this correction, both time trends were very close.

The dispersion of the best-estimate calculations is significantly lower than the widths of the uncertainty bands. It should be noted that the comparisons in Figure 3 show only the user’s effect on the base case calculations. An uncertainty analysis intends to cover effects of an experienced user, but not mistakes of friction form loss.
Figure 3: Best-estimate reference or base calculation of the maximum cladding temperature for different users of the same code compared with experimental measurements

4.4.2 Results of uncertainty analysis

As a requirement for the output, 5% and 95% percentiles had to be determined for six output parameters, which were of two kinds:

- Scalar output parameters
  - First Peak Cladding Temperature (PCT)
  - Second Peak Cladding Temperature
  - Time of accumulator injection
  - Time of complete quenching of fuel rods
Time trend output parameters
- Maximum cladding temperature
- Upper plenum pressure

The complete results including the uncertainty bands versus time are presented in the phase III report [15].

The results of uncertainty bands for the four single-valued output parameters first peak cladding temperature, second peak cladding temperature, time of accumulator injection and time of complete quenching are presented in Figure 4. They are ranked by increasing order of the band width.

The following observations can be made:

- First PCT: The spread of the uncertainty bands is within 138-471 K. The difference among the upper 95%/ 95% uncertainty bounds, which is important to compare with the regulatory acceptance criterion, is up to 150 K and all but one participant cover the experimental value. One
participant (UPC) does not envelop the experimental PCT, due to a too high lower bound. Two reasons can explain this result: Among all the participants, on the one hand, UPC has the highest reference value; on the other hand, its band width is among the narrowest ones. KINS attribute their low lower uncertainty bound to a too high value of maximum gap conductance.

- Second PCT: In this case, one participant (PSI) does not envelop the experimental PCT, due to a too low upper bound. The reasons are roughly similar to those given for the first PCT: PSI, as several participants, calculates a too low reference value, but has also the specificity to consider an extremely narrow upper uncertainty band. The spread of the uncertainty bands is within 127-599 K. The difference among the upper 95%/95% uncertainty bounds, which is important to compare with the regulatory acceptance criterion, is up to 200 K.

- Time of accumulator injection: Four participants among ten calculate too low upper bounds (KINS, PSI, KAERI and UPC), whereas CEA finds an upper bound just equal to the experimental value. These results are in relationship with the prediction of the cold leg pressure reaching the accumulator pressure 4.29 MPa. The band widths vary within 0.7-5.1 s for all the participants except for UNIPI which finds a much larger band, equal to 15.5 s. This is due to the time error of the pressure transient calculated by UNIPI.

- Time of complete quenching: All the uncertainty bands envelop the experimental value, even if the upper bound is close to the experimental value for one participant. The width of the uncertainty range varies from 10 s to more than 78 s. If the core is not yet quenched at the end of the calculation as it is the case for two participants (KAERI, KINS), or if there are several code failures before the complete quenching (IRSN), the upper bound is plotted at 120 s in Figure 4.

### 4.4.3 Results of sensitivity or influence analysis

Sensitivity analysis is here a statistical procedure to determine the influence of uncertain input parameters on the uncertainty of the output parameter (result of code calculations). Such a sensitivity analysis is different to the single parameter sensitivity analysis performed within BEMUSE phases II and IV investigating the effect of variations of a single input parameter on a code result.

The only participant not using a fully statistical method (UNIPI) provided some sensitivity studies for the phase II programme (as the majority of participants) but some extra sensitivity studies concerning the gap size value had been added for phase III. The comparison of these sensitivities was provided in the phase II report.

All other participants provide sensitivity or “influence” results from their computations obtained with the randomly generated parameters used during the propagation process to determine the uncertainty of code results discussed before (59 to 150 code runs depending on the participants). They used for example Pearson’s Correlation Coefficients, Standardized Regression Coefficients (SRC), Partial Correlation Coefficients (PCC) which are based on linear dependencies between output and inputs. For monotonic dependency the same coefficients are used, replacing the output and inputs by their ranks.

Each participant provided a table of the most relevant parameters for the four single valued output parameters and for the two time trends (maximum cladding temperature and upper-plenum pressure), based on their influence measures. To synthesize and to compare the results of these influences, there are grouped in two main “macro” responses.
Phenomena and parameters influential for the core cladding temperatures:

- 1\textsuperscript{st} PCT
- 2\textsuperscript{nd} PCT
- Time of the quenching completion
- Maximum cladding temperature as a function of time (before quenching)

Phenomena and parameters influential for the primary pressure behaviour:

- Time of the accumulator injection
- Upper-plenum pressure versus time, mainly before roughly 30 s

For each participant, each parameter is ranked according to its influence on these two kinds of macro-responses.

For parameters quoted in their table of relevant parameters, a kind of new ranking (from 0 to 3) of relevance by the “influence” measures is given for both macro-responses:

- 0: the parameter is considered by the participant but never appear as relevant
- 1: for the low relevant parameter
- 2: for medium relevant parameter
- 3: for the highest level of relevance

It must be noted that the total ranking of a parameter cannot exceed 3 for one participant, even if it is found as being relevant for several outputs contributing to a macro-response. For example, a form loss which is very influential both for the time of accumulator injection and for the upper plenum pressure will have a final rank equal to 3 (and not \(3 + 3 = 6\)).

This ranking is quite arbitrary, for example because the difference between a medium and a high level of relevance is not always obvious. Nevertheless, this part of arbitrariness does not change the conclusions and consequently can be considered as acceptable.

For each parameter, the ranking is summed up from all the participants and that result is considered as the total ranking of a parameter. Concerning the influence on the cladding temperature as the “macro-response” combining the 1\textsuperscript{st} and the 2\textsuperscript{nd} PCT, the time of complete quenching and the time trend “maximum cladding temperature”, among the initial amount of more than 150 parameters, 41 have been quoted at least once by one participant as relevant parameters.

The summary of the total ranking by participants for all parameters (whose total ranking is not zero) is shown in Figure 5 for cladding temperature. Such information is useful as a data base for further uncertainty analysis of LB-LOCA.
Figure 5: Total ranking of the sensitivity or influence of uncertain input parameters on the cladding temperature per parameter
For the high ranked parameters “fuel conductivity”, “estimated gap conductance”, “fuel specific heat” and “film boiling heat transfer coefficient”, for example, the range of variation and its influence ranking to the “cladding temperature”-type macro-response is shown in Figure 6. The measure of influence has 4 levels: 0, 1, 2 or 3, only gap conductance may have a level up to 6. The range of variation of each input parameter is expressed as fraction of the reference value and can be compared among the participants. A correlation between the range of variation of the input parameter and its influence on the uncertainty band of cladding temperature is apparent for fuel conductivity, estimated gap conductance and to a less extent fuel specific heat. For the other five parameters ranked 6 and higher in Figure 5, there is no obvious relationship between range of variation and its influence.

The influence ranking does not take into account the range of variation of the macro-response. Therefore, this influence can be used to rank the parameters of the same participant but the comparison of one parameter among different participants is skewed.

The relationship between range of input parameter and influence for film boiling heat transfer coefficient shows a different behaviour. Quite narrow range leads partly to significant effect on uncertainty range of cladding temperature. The coordinator of phase III, CEA, gave an explanation for that result. PSI, for example, considers very narrow uncertainty ranges for the input parameters, including film boiling. Consequently, film boiling has a high influence with narrow uncertainty range compared with other

![Figure 6: Ranges of variation and influence on cladding temperature for some uncertain input parameters by the participants](image-url)
participants. Therefore, a clear relationship between range of variation and its influence can not be expected when all the participants are considered.

4.5 Additional investigations using statistical methods

Some interesting additional investigations were performed in the frame of BEMUSE phase III. These are documented in the phase III report [15] and some of them are selected here.

It is well known that (95%/95%) tolerance limits obtained by order statistics according to Wilks’ formula, overestimate the 95% percentile or quantile conservatively by 95% of the samples. One measure to reduce the “conservatism” and the scatter of results of that tolerance limit is to increase the number of calculations, i.e. increase the order of Wilks’ formula, Figure 7. This is a statistical convergence theorem. Another way is to assume a distribution of the output variable, e.g. normal distribution and to check such a distribution by a suitable statistical test [16]. In these cases one obtains less conservative bounds with the same number of calculations, or the same “conservatism” with a lower number of calculations. This procedure was not applied in phase III but by one participant in phase V of the BEMUSE programme, and is mentioned here for completeness.

![PDF of Wilks’s 0.95%/95%-limits for various sample sizes](image)

**Figure 7:** Statistical convergence of a 95%/95% tolerance limit, or decreasing “conservatism” with increasing number of calculation runs, shown as probability distributions
4.5.1 Investigation of statistical convergence of tolerance limits by increasing the number of code runs

Five participants have increased the number of code runs with respect to their base case, as shown in Table 5.

Table 5: Number of code runs and investigated output parameters

<table>
<thead>
<tr>
<th></th>
<th>CEA</th>
<th>IRSN</th>
<th>KAERI</th>
<th>NRI-1</th>
<th>NRI-2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case: number of code runs</td>
<td>100</td>
<td>59</td>
<td>100</td>
<td>59</td>
<td>60</td>
</tr>
<tr>
<td>Increased number of code runs</td>
<td>1003</td>
<td>590</td>
<td>3500</td>
<td>93</td>
<td>100 / 1000</td>
</tr>
<tr>
<td>Considered output parameters</td>
<td>1st PCT</td>
<td>1st PCT</td>
<td>1st and 2nd PCT</td>
<td>Temperature-type outputs + time of accumulator injection</td>
<td>Temperature-type outputs + time of accumulator injection</td>
</tr>
</tbody>
</table>

NRI-1 has performed 34 additional code runs to compare the results of uncertainty analysis obtained by using Wilks’ formula at the second order with respect to those obtained at the first order. The difference of results is only minor. Other participants have significantly increased their number of code runs, some of them comparing only the first PCT to avoid problems of code failures in the later transient. The information gained from these calculations is related to both uncertainty analysis and sensitivity analysis, described in the following sections.

4.5.1.1 Uncertainty Analysis

The most important conclusions are:
The dispersion of the upper tolerance limit obtained by using Wilks’ formula at the first and the second order was investigated by CEA and KAERI. Both organizations have divided their N code results into several separate samples of size n = 59 and for each sample, have considered the highest value of the output (Wilks at the first order). For CEA, the spread of this tolerance limit is about 150 K for the 1st PCT, whereas KAERI finds roughly 200 K for the 1st PCT and 250 K for the 2nd PCT. KAERI has also performed the same work with samples of 93 code results and by applying Wilks’ formula at the second order. The dispersion of second order results is half of first order.

An estimate to determine directly the empirical 95% percentile is possible with a high number of calculations. CEA and KAERI show that this estimate converges from 600 to 700 code runs for the blowdown PCT, and for 1000 code runs for the reflood PCT. The obtained values are lower than the upper tolerance limits obtained by using Wilks’ formula at the first or the second order, which is obvious since
the upper tolerance limits are higher than the 95% percentile in 95% of the cases ($\beta = 95\%$): For example, the difference is 30 K for the CEA calculations.

IRSN evaluated the 95% uncertainty band of the estimated 95% percentile. Its width is estimated either from the properties of the Beta law or by Bootstrap (resampling by using the original parameter selections) [17]. Both methods give finally comparable results, the width of the 95% uncertainty band decreases with the number of code runs, converging at roughly 300 to 400 code runs.

Other investigated issues are:

The determination of the upper tolerance limit of the same percentile ($\alpha = 95\%$) with the same confidence level ($\beta = 95\%$) as in the base case, but by applying Wilks’ formula at a higher order since the number of code runs is higher. In this way, CEA finds 1225 K for the 1st PCT (Wilks at the order 39 = minimum 991 runs, performed were 1003 runs) to be compared to 1246 K in its base case (Wilks at the second order, 100 runs), whereas IRSN finds 1186 K (590 runs) to be compared to 1233 K in its base case (Wilks at the first order, 59 runs). Increasing the number of code runs (samples) converges the percentile towards the theoretical one ($\alpha = 95\%$).

A further possibility is to increase the confidence level $\beta$, i.e. the probability to exceed the percentile. Considering an upper limit of the same percentile $\alpha = 95\%$, but with a higher $\beta$ confidence level, CEA and IRSN find 1239 K and 1198 K with $\beta = 99.99\%$ instead of 1225 K and 1186 K with $\beta = 95\%$. NRI-2 considers Wilks at the first order and consequently increases $\beta$ when increasing the number of code runs. For example, they find for the 1st PCT 1165 K with 60 code runs and $\beta = 95\%$, 1201 K with 100 code runs and $\beta = 99.4\%$, 1211 K with 1000 code runs and $\beta$ almost equal to 1.

The already mentioned, USNRC Regulatory Guide 1.157 [7] as well as the IAEA SSG-2 [11] requires that the applicable acceptance criteria will not be exceeded with a probability of 95% or more. If additional confidence levels are used, at least 95% confidence levels should be applied. Therefore, 95%/95% statements are recommended for licensing applications. As seen above, a higher confidence level results in higher upper limits of the cladding temperature, for example. An upper limit close to the theoretical 95% percentile, mentioned at begin of section 4.5, is not required for licensing applications because the percentile may be higher than 95%. However, a 95%/95% statement can be satisfied with higher convergence (lower conservatism) and a lower dispersion if the number of code runs is increased.

**4.5.1.2 Sensitivity Analysis**

All those participants applying the statistical method use influence measures based on ranks (Spearman’s Correlation Coefficient or Spearman’s Rank Regression Coefficient). Some organisations observed a change of influence measures with increasing number of code runs. Those parameters showing the highest sensitivity measures, however, do not change their influence. This is a proof that the most influential variables have a monotonous effect on the code responses. The influence is changed for those parameters which are not statistically relevant.

One explanation for the change of ranking when the number of code runs is increased may be the existence of spurious correlations between the input parameters if the number of code runs is low compared with the number of input parameters (CEA, IRSN, NRI-2). Spurious correlations are artificial correlations between parameters. Spurious correlations disappear if the number of code runs is increased. They can also be detected by comparing the results of different sensitivity measures. It must be noted that this discussion on number of calculations with regard to ranking is relevant for sensitivity analysis but not for the uncertainty
analysis applying Wilks’ formula. The number of calculations should be higher than that of uncertain input parameters when also lower influences are to be determined.

4.5.2 Modifying the type of probability distribution and truncation

CEA, which uses only normal and log-normal distributions for uncertain input parameters truncated at $\mu \pm 3.09\sigma$ in its base case, has carried out two tests. They performed 100 calculations each, using the same selection of parameter values for both ranges.

![Figure 8: Comparison of upper bound of calculated cladding temperature due to changes of distribution of input uncertainties](image)

In the first test, all the normal and log-normal density functions of the inputs are replaced by uniform and log-uniform ones, and truncations of $\mu \pm 2\sigma$ and $e^{(\mu \pm 2\sigma)}$, respectively. The influence of this change of distribution on the upper bound of the maximum cladding temperature is investigated. The upper bound of the cladding temperature increased by 30 K for the 1st PCT, see Figure 8.

In the second test, the normal and log-normal laws are kept but truncated at $\mu \pm 2\sigma$ instead of $\mu \pm 3.09\sigma$ (reference or base case). This time, it leads to a slight decrease of the upper bound of the maximum cladding temperature by 15 K for the 1st PCT, Figure 8.

For comparison the measured cladding temperature is presented in Figure 8 which is bounded by the calculated upper tolerance limits up to 30 seconds.
4.6 Conclusions of phase III

The main lessons learned from phase III are:

For uncertainty and sensitivity analysis, all the participants used a statistical method according to the use of Wilks’ formula, except UNIPI applied its CIAU method. Use of both methods was successfully mastered.

Compared with the experiment, the results of uncertainty analysis are good on the whole. For example, for the cladding temperature-type output parameters (1st PCT, 2nd PCT, maximum cladding temperature versus time, time of complete quenching), 8 participants out of 10 find upper and lower bounds which envelop the experimental data.

Differences can be seen in the results of different participants with regard to the base case or reference calculations, the maximum differences between two participants are 151 K for the 1st PCT (UPC-PSI) and 213 K for the 2nd PCT (UPC-UNIPI). These differences among participants are lower compared to the results in Phase II. Some reference calculations were changed compared to Phase II. The maximum difference among the participants’ upper 95%/95% uncertainty limits, which are important to compare with the regulatory acceptance criterion, is for both PCTs in the same range as for the reference calculations of Phase III: 158 K for the 1st PCT (CEA-KINS), 208 K for the 2nd PCT (UPC-PSI).

Differences between the calculated uncertainty upper limits and their distance to the base case calculations are from 28 K (GRS, 2nd PCT) to 207 K (NRI2, 2nd PCT). They may be due to the different ranges of input uncertainties between the participants.

Nevertheless, the same ranges can lead to very different results, as shown in Figure 2 of the part devoted to Phase II. But for this figure, the considered ranges were partly unrealistically, what is not the case for Phase III. Results from Phase IV with realistic ranges show less differences between participants.

The number of the uncertain input parameters is not important; NRI2 considered 64 and GRS 49, the others in between the calculated range identified 52, 42, 31, 24, 14, and 13. However, all influential parameters should be included, otherwise the uncertainty band for the outputs may be too narrow.

Comparisons of results of the upper 95%/95% bound of PCT applying Wilks’ formula at higher order with an increased number of code runs resulted in differences which are low compared with the highest differences between participants of 150 K to 200 K above. These examples show clearly the higher importance of results of the base calculation and selected input uncertainties and their ranges on the uncertainty bounds compared to the number of calculations.

Sensitivity analysis has been successfully performed by all participants using the statistical method. The used importance measures take into account the range of variation of the input parameters. Synthesis tables of the most influential phenomena and parameters were prepared and participants could use these for the next step of the BEMUSE programme. It seems sufficient and satisfactory to identify the dominating uncertain input parameters, i.e. those few with the highest influence on the output uncertainty. These can be identified if a sufficient number of code runs is performed, i.e. for sensitivity measures more calculations than input uncertainties should be performed.

A change of the distribution of input uncertainties within approximately the same range has a relative low influence on the upper tolerance limit of cladding temperature compared with the differences of base case calculation results and the variation of input uncertainty ranges.
First suggestions for improvement of the methods have not been proposed as result of the exercise; however, recommendations for proper application of the statistical method were given, see Section 7.7. In order to reduce the dispersion of uncertainty results, it was proposed to set-up a common list of uncertain input parameters for initial and boundary conditions with their distributions and ranges for the phase V exercise.
5. BEMUSE PHASE IV

The scope of phase IV is the simulation of a LBLOCA in a Nuclear Power Plant using experience gained in phase II. Calculation results were the basis for uncertainty evaluation, to be performed in the next phase. The objectives of the activity are [18]:

- To simulate a LBLOCA reproducing the phenomena associated to the scenario.
- To have a common, well-known basis for the future comparison of uncertainty evaluation results among different methodologies and codes.

The activity for the Zion Nuclear Power Plant was similar to the previous phase II for the LOFT experiment. The UPC team together with UNIPI provided the database for the plant, including RELAP5 and TRACE input decks. Geometrical data, material properties, pump information, steady state values, initial and boundary conditions, as well as sequence of events were provided. The nodalisation comprised generally more hydraulic nodes and axial nodes in the core compared with the LOFT applications.

Participants were the same as for phase V, except NRI-2 (J. Macek) that did not participate in phase IV.

The highest difference in calculated maximum peak cladding temperatures (PCT) between the participants is 167 K (EDO: 1326, KAERI: 1159 K), what is lower than the difference of BEMUSE phase II calculations of the LOFT test. The calculated maximum cladding temperatures are shown in Figure 9. Experimental data were available for phase II to compare with, but not for phase IV.

A list of sensitivity calculations was proposed by UPC and performed by the participants to study the influence of different parameters, such as material properties, initial and boundary conditions upon the influence of relevant output parameters in the scenario under investigation, i.e. a LB LOCA of a cold leg, Table 6. The ranges of variations are realistic compared with those of phase II. The last two parameter ranges in Table 6 refer to tables in [18]. Parameter no. 3, power after scram, is based on “Decay Heat Power in LWR”, ANSI/ANS-5.1, 1979; Table A.48 in [18]. The variation of containment pressure (sensitivity no. 9) was up to 0.1 MPa lower than the reference case versus time. The sensitivity of hot/ cold conditions for pellet radius (sensitivity no. 10) was intended to decrease or increase the average pellet temperature by ±75 K for the node having the maximum linear power. It is said that this is equivalent to gap width zero at cold conditions, i.e. the pellet is in contact with the cladding.

The results were less different between participants than found in phase II. The maximum difference of calculated maximum ΔPCT of participants was 103 K for the lower range of maximum linear power (UPC: -5.4 K, GRS: -108.0 K), Figure 10. The nodalisation of the core was similar; both organisations used two core channels and 18 axial nodes per channel. A reason for the difference of results from participants using the same values for input parameter variations may be different models for the same heat transfer regime in different codes, different changes of heat transfer regimes during the transient due to different nodalisations and due to other selections in the input decks.
Figure 9: Calculated maximum cladding temperature versus time

Table 6: Parameters to vary for sensitivity analysis

<table>
<thead>
<tr>
<th>№</th>
<th>Parameter</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Minimum</td>
</tr>
<tr>
<td>1</td>
<td>Fuel conductivity (for all fuel rods)</td>
<td>value_{BC} - 0.4 W/m-K</td>
</tr>
<tr>
<td>2</td>
<td>Gap conductivity (for all fuel rods)</td>
<td>value_{BC} \times 0.8</td>
</tr>
<tr>
<td>3</td>
<td>Power after scram</td>
<td>value_{BC} - 8%</td>
</tr>
<tr>
<td></td>
<td></td>
<td>see Table B.2</td>
</tr>
<tr>
<td>4</td>
<td>Power before scram</td>
<td>value_{BC} - 3.3%</td>
</tr>
<tr>
<td>5</td>
<td>Hot rod power (whole rod, same axial shape)</td>
<td>value_{BC} - 7.6%</td>
</tr>
<tr>
<td>6</td>
<td>LPIS delay (3/3)</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>Accumulator liquid volume (3/3)</td>
<td>value_{BC} - 33 ft³</td>
</tr>
<tr>
<td>8</td>
<td>Accumulator pressure (3/3)</td>
<td>value_{BC} - 100 psig</td>
</tr>
<tr>
<td>9</td>
<td>Containment pressure</td>
<td>see Table A.47</td>
</tr>
<tr>
<td>10</td>
<td>Hot/cold conditions for pellet radius</td>
<td>see Table A.17</td>
</tr>
<tr>
<td></td>
<td>(for all fuel rods)</td>
<td></td>
</tr>
</tbody>
</table>

where BC stands for Base Case, and (3/3) means the 3 safety injection systems
Figure 10: Effect of variation of maximum linear power (sensitivity no. 5) on PCT and $\Delta t_{\text{Reflood}}$

Figure 11: Effect of parameter variation on average change of PCT values
Figure 10 contains values for $\Delta$PCT as well as calculated difference in reflood time $\Delta t_{\text{reflood}}$, what is meant as difference in total quench time, for the minimum and maximum values of the input parameter range in Table 6.

Figure 11 represents the averaged $\Delta$PCT values when the sensitive input parameter changes from its lower to its upper value. In addition, the standard deviation of the PCT ranges of the participants is included. Most influential input parameters on PCT are those related to energy stored in the fuel. The influential input parameters are fuel and gap conductivity, power before and after scram and fuel dimensions. That is consistent with findings from phase II and III, as well as phase V, described in the next Chapter.
6. BEMUSE PHASE V

6.1 Objectives of phase V

The objective of phase V was to perform an uncertainty analysis of a LBLOCA based on a reference calculation performed in Phase IV. The LBLOCA scenario takes place in the ZION plant as a generic four loop PWR reactor [19]. No detailed information was available. The targets of the activity were to obtain uncertainty bands for the maximum cladding temperature (time trend), upper plenum pressure (time trend), maximum peak cladding temperature (scalar), 1st peak cladding temperature (scalar), 2nd peak cladding temperature (scalar), time of accumulator injection (scalar), time of complete core quenching (scalar). When using a statistical methodology, additional targets were to evaluate the influence of the selected parameters on the maximum cladding temperature (time trend) and the upper plenum pressure (time trend), and to compare procedures and results.

6.2 Participants

Fourteen groups from twelve organisations and ten countries have participated in the exercise.

Six thermal-hydraulic system codes have been used, sometimes in different versions:

- ATHLET: 3 participants.
- CATHARE: 3 participants.
- MARS: 1 participant.
- RELAP5: 4 participants.
- TECH-M-97: 1 participant.
- TRACE: 2 participants.

The list of the organisations participating in BEMUSE phase V is given in Table 7.

6.3 Specific working steps compared with phase III

Phase V deals with a generic plant and there was no available documentation concerning the uncertainties of the state of the plant, initial and boundary conditions, fuel properties, etc. To solve this situation, it was agreed to provide common information about geometry, core power distribution and modelling. Another reason for preparing such a list of “common input parameters associated with a specific uncertainty” is due to the results of phase III showing quite an important dispersion for the uncertainty ranges of the different
participants. A list of common uncertain input parameters concerning uncertainties of the nuclear power plant was prepared by CEA, GRS and UPC teams. These parameters were strongly recommended to be used in the uncertainty analysis when a statistical approach was followed. The list specified the parameter, the distribution type and their range; it is shown in Table 8.

Table 7: List of participants in BEMUSE Phase V

<table>
<thead>
<tr>
<th>Numb.</th>
<th>Organisation</th>
<th>Country</th>
<th>Name</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>AEKI</td>
<td>Hungary</td>
<td>A. Guba, I. Tóth, I. Trosztel</td>
<td>ATHLET 2.0A</td>
</tr>
<tr>
<td>2</td>
<td>CEA</td>
<td>France</td>
<td>T. Mieusset, P. Bazin, A. de Crécy</td>
<td>CATHARE2 V2.5_1 (r5_567)</td>
</tr>
<tr>
<td>3</td>
<td>EDO “GIDROPRESS”</td>
<td>Russia</td>
<td>S. Borisov</td>
<td>TECH-M-97</td>
</tr>
<tr>
<td>4</td>
<td>GRS</td>
<td>Germany</td>
<td>T. Skorek, H. Glaeser</td>
<td>ATHLET 2.1B</td>
</tr>
<tr>
<td>5</td>
<td>IRSN</td>
<td>France</td>
<td>J. Joucla, P. Probst</td>
<td>CATHARE2 V2.5_1 mod6.1</td>
</tr>
<tr>
<td>6</td>
<td>JNES</td>
<td>Japan</td>
<td>A. Ui</td>
<td>TRACE ver4.05</td>
</tr>
<tr>
<td>7</td>
<td>KAERI</td>
<td>South Korea</td>
<td>B.D. Chung</td>
<td>MARS 3.1</td>
</tr>
<tr>
<td>8</td>
<td>KINS</td>
<td>South Korea</td>
<td>D.Y. Oh</td>
<td>RELAP5/mod3.3</td>
</tr>
<tr>
<td>9</td>
<td>NRI-1</td>
<td>Czech Republic</td>
<td>R. Pernica, M. Kyncl</td>
<td>RELAP5/mod3.3</td>
</tr>
<tr>
<td>10</td>
<td>NRI-2</td>
<td>Czech Republic</td>
<td>J. Macek</td>
<td>ATHLET 2.1 A</td>
</tr>
<tr>
<td>11</td>
<td>PSI</td>
<td>Switzerland</td>
<td>A. Manera, J. Freixa</td>
<td>TRACE5rc3</td>
</tr>
<tr>
<td>12</td>
<td>UNIPI-1</td>
<td>Italy</td>
<td>A. Petruzzi, F. D’Auria</td>
<td>RELAP5/mod3.2</td>
</tr>
<tr>
<td>13</td>
<td>UNIPI-2</td>
<td>Italy</td>
<td>A. Del Nevo, F. D’Auria</td>
<td>CATHARE2 V2.5_1 mod6.1</td>
</tr>
<tr>
<td>14</td>
<td>UPC</td>
<td>Spain</td>
<td>M. Pérez, F. Reventós, L. Batet</td>
<td>RELAP5/mod3.3</td>
</tr>
</tbody>
</table>

Table 8: Common input parameters associated with a specific uncertainty, range of variation and type of probability density function.

<table>
<thead>
<tr>
<th>Phenomenon</th>
<th>Parameter</th>
<th>Imposed range of variation</th>
<th>Type of pdf</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flow rate at the break</td>
<td>Containment pressure</td>
<td>[0.85, 1.15]</td>
<td>Uniform</td>
<td>Multiplier.</td>
</tr>
<tr>
<td>Fuel thermal behaviour</td>
<td>Initial core power</td>
<td>[0.98; 1.02]</td>
<td>Normal</td>
<td>Multiplier affecting both nominal power and the power after scram.</td>
</tr>
<tr>
<td></td>
<td>Peaking factor (power of the hot rod)</td>
<td>[0.95; 1.05]</td>
<td>Normal</td>
<td>Multiplier.</td>
</tr>
<tr>
<td></td>
<td>Hot gap size (whole core except hot rod)</td>
<td>[0.8; 1.2]</td>
<td>Normal</td>
<td>Multiplier. Includes uncertainty on gap and cladding conductivities.</td>
</tr>
<tr>
<td>Phenomenon</td>
<td>Parameter</td>
<td>Imposed range of variation</td>
<td>Type of pdf</td>
<td>Comments</td>
</tr>
<tr>
<td>------------------------------------</td>
<td>------------------------------------</td>
<td>----------------------------</td>
<td>-------------</td>
<td>--------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Hot gap size (hot rod)</td>
<td></td>
<td>[0.8; 1.2]</td>
<td>Normal</td>
<td>Multiplier. Includes uncertainty on gap and cladding conductivities.</td>
</tr>
<tr>
<td>Power after scram</td>
<td></td>
<td>[0.92; 1.08]</td>
<td>Normal</td>
<td>Multiplier.</td>
</tr>
<tr>
<td>UO2 conductivity</td>
<td></td>
<td>[0.9, 1.1]</td>
<td>Normal</td>
<td>Multiplier. Uncertainty depends on temperature.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>((T_{\text{fuel}} &lt; 2000 \text{ K}))</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.8, 1.2]</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>((T_{\text{fuel}} &gt; 2000 \text{ K}))</td>
<td>Normal</td>
<td>Multiplier. Uncertainty depends on temperature.</td>
</tr>
<tr>
<td>UO2 specific heat</td>
<td></td>
<td>[0.98, 1.02]</td>
<td>Normal</td>
<td>Multiplier. Uncertainty depends on temperature.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>((T_{\text{fuel}} &lt; 1800 \text{ K}))</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>[0.95, 1.05]</td>
<td>Uniform</td>
<td>This parameter refers to the “mean temperature” of the volumes of the upper plenum (see Annex 1 in Appendix A)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>((T_{\text{fuel}} &gt; 1800 \text{ K}))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pump behaviour</td>
<td>Rotation speed after break for intact loops</td>
<td>[0.98; 1.02]</td>
<td>Normal</td>
<td>Multiplier.</td>
</tr>
<tr>
<td></td>
<td>Rotation speed after break for broken loop</td>
<td>[0.9; 1.1]</td>
<td>Normal</td>
<td>Multiplier.</td>
</tr>
<tr>
<td>Data related to injections</td>
<td>Initial accumulator pressure</td>
<td>[-0.2; +0.2] MPa</td>
<td>Normal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Friction form loss in the accumulator line</td>
<td>[0.5; 2]</td>
<td>Log-normal</td>
<td>Multiplier.</td>
</tr>
<tr>
<td></td>
<td>Accumulators initial liquid temperature</td>
<td>[-10; +10] °C</td>
<td>Normal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Flow characteristic of LPIS</td>
<td>[0.95; 1.05]</td>
<td>Normal</td>
<td>Multiplier.</td>
</tr>
<tr>
<td>Pressurizer</td>
<td>Initial level</td>
<td>[-10; +10] cm</td>
<td>Normal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Initial pressure</td>
<td>[-0.1; +0.1] MPa</td>
<td>Normal</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Friction form loss in the surge line</td>
<td>[0.5; 2]</td>
<td>Log-normal</td>
<td>Multiplier.</td>
</tr>
<tr>
<td>Initial conditions: primary system</td>
<td>Initial intact loop mass flow rate</td>
<td>[0.96; 1.04]</td>
<td>Normal</td>
<td>Multiplier. This parameter can be changed through the pump speed or through pressure losses in the system...</td>
</tr>
<tr>
<td></td>
<td>Initial intact loop cold leg temperature</td>
<td>[-2; +2] K</td>
<td>Normal</td>
<td>This parameter can be changed through the secondary pressure, heat transfer coefficient or area in the U-tubes...</td>
</tr>
<tr>
<td></td>
<td>Initial upper-head mean temperature</td>
<td>([T_{\text{cold}} + 10 \text{ K}])</td>
<td>Uniform</td>
<td>This parameter refers to the “mean temperature” of the volumes of the upper plenum (see Annex 1 in Appendix A)</td>
</tr>
</tbody>
</table>

Table 8 gives types of distribution functions and ranges for following parameters:

- Material properties
- Initial and boundary conditions
Friction form loss factors.

Three participants considered only, and when possible, the set of parameters suggested in the specifications document:

- EDO did not include the following parameters: initial upper head temperature, initial accumulator liquid temperature and hot gap size (zones 1, 2, 3, 4)
- JNES used only the 20 common parameters
- PSI did not consider the upper-head mean temperature parameter of the common parameters due to the use of a 3D vessel nodalization, but considered CCFL at the upper tie plate with the uncertainty distribution in the specifications document.

Participants using a 3D vessel nodalization (CEA, JNES, KAERI and PSI) could not implement directly the “upper-head mean temperature” uncertainty.

AEKI, CEA, GRS, IRSN, KINS and PSI groups have used a different reference case calculation in phase V than the one submitted in phase IV.

Table 9 compares the number of uncertain input parameters used by the participants in phases III and V. The differences in considered uncertainties by the participants decreased.

### Table 9: Number of input parameters, comparison of phases 3 and 5

<table>
<thead>
<tr>
<th></th>
<th>AEKI</th>
<th>CEA</th>
<th>EDO</th>
<th>GRS</th>
<th>IRSN</th>
<th>JNES</th>
<th>KAERI</th>
<th>KINS</th>
<th>NRI1</th>
<th>NRI2</th>
<th>PSI</th>
<th>UPC</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase III</td>
<td>-</td>
<td>53</td>
<td>-</td>
<td>49</td>
<td>42</td>
<td>27</td>
<td>14</td>
<td>13</td>
<td>31</td>
<td>64</td>
<td>24</td>
<td>14</td>
<td>33.1</td>
<td>18.1</td>
</tr>
<tr>
<td>Phase V</td>
<td>36</td>
<td>44</td>
<td>17</td>
<td>55</td>
<td>54</td>
<td>20</td>
<td>25</td>
<td>24</td>
<td>33</td>
<td>44</td>
<td>20</td>
<td>32</td>
<td>33.7</td>
<td>13.2</td>
</tr>
<tr>
<td>Phase V (*)</td>
<td>36</td>
<td>44</td>
<td>-</td>
<td>55</td>
<td>54</td>
<td>-</td>
<td>25</td>
<td>24</td>
<td>33</td>
<td>44</td>
<td>-</td>
<td>32</td>
<td>38.6</td>
<td>11.4</td>
</tr>
</tbody>
</table>

(*) Only participants considering more parameters than the proposed common parameters.

### Table 10: Order of Wilks’ application, comparison of phases 3 and 5

<table>
<thead>
<tr>
<th></th>
<th>AEKI</th>
<th>CEA</th>
<th>EDO</th>
<th>GRS</th>
<th>IRSN</th>
<th>JNES</th>
<th>KAERI</th>
<th>KINS</th>
<th>NRI1</th>
<th>NRI2</th>
<th>PSI</th>
<th>UPC</th>
<th>Phase III</th>
<th>Phase V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase III</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>(100)</td>
<td>2</td>
<td>(100)</td>
<td>1 (59)</td>
<td>1</td>
<td>(100)</td>
<td>2</td>
<td>(100)</td>
<td>1 (59)</td>
<td>1 (59)</td>
<td>1 (60)</td>
</tr>
<tr>
<td>Phase V</td>
<td>3 (130)</td>
<td>5 (200)</td>
<td>2 (93)</td>
<td>4 (153)</td>
<td>9 (300)</td>
<td>2 (110)</td>
<td>3 (200)</td>
<td>3 (124)</td>
<td>5 (200)</td>
<td>2 (93)</td>
<td>2 (120)</td>
<td>3 (124)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The comparison of Wilks’ order used in both phases is shown in Table 10 where the number in parenthesis indicates the number of code calculations performed, including failed code runs. No recommendation was made on this number in the specifications document.
Some remarks to Table 10:

- The minimum order for Wilks’s method in phase V is two, while in phase III it was one.

- The general tendency among the participants has been to increase at least one order with respect to phase III. This was recommended at the end of phase III.

- Only one participant (PSI) decreased the number of code runs and the order of Wilks’ formula.

- 4 participants used 2nd order (EDO, JNES, NRI2 and PSI).

- 4 participants used 3rd order (AEKI, KAERI, KINS and UPC).

- 4 participants used higher orders than three (GRS used 4th order, CEA and NRI1 used 5th order, and IRSN used 9th order).

Two participants performed additional analyses by increasing the number of runs and, thus, the order of Wilks’ formula. GRS compared the differences of calculated upper 95%/95% bound of the two peak cladding temperatures between 1st order (59 calculations) and 4th order (153 calculations) with the ATHLET code to be 40 K and 78 K for the 1st PCT and 2nd PCT, respectively [20]. EDO “Gidropress” performed 93 and up to 999 code runs, changing the order of Wilks’ formula from 2 up to 39. The maximum peak cladding temperature was reduced with the higher number of runs by about 35 K, i.e. from 1450 to 1416 K.

Figure 12: Dispersion of upper tolerance limit of maximum peak cladding temperature dependent on number of code runs performed by EDO “Gidropress”

1 – Peak cladding temperature determined by Wilks’ formula
2 – normal distribution for 999 code runs
Results of 999 calculations obtained by EDO “Gidropress” were divided into several separate samples of size \( n = 59, 93, 124, 153 \) etc. (which corresponds to Wilk’s formula from 1 up to 39), Figure 12. One can note, that the uncertainty results are less dispersed with increasing sample size, from 95 K to 10 K increasing the code runs from 59 (Wilk’s formula of first order) to 311 (Wilk’s formula of tenth order). It is also important to note that using Wilks’ formula at the low order (first or second order) can predict results close to the acceptance criterion 1477 K or even exceed this criterion in Figure 12, when the reference calculation and the distribution of the results is already relative high compared with other participants, like the EDO results in Figures 20 and 25.

Results of 93 EDO calculations have also been processed assuming that the law of distribution of the calculated values of maximum peak cladding temperature is normal. Mean value is 1323 K and standard deviation is 52.8 K. The maximum peak cladding temperature will be 1410 K for the probability level not less than 95 %. In order to test if the tolerance limit results converge to that value for a high number of calculations, 999 calculations were performed. A comparison of maximum PCT obtained by Wilk’s formula of 2nd and 39th orders and normal law distribution is presented in the next table.

<table>
<thead>
<tr>
<th>PCT</th>
<th>93 code runs</th>
<th>999 code runs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Wilk’s 2nd</td>
<td>Wilk’s 39th</td>
</tr>
<tr>
<td></td>
<td>order</td>
<td>order</td>
</tr>
<tr>
<td>UUB (K)</td>
<td>Normal law</td>
<td>Normal law</td>
</tr>
<tr>
<td></td>
<td>distribution</td>
<td>distribution</td>
</tr>
<tr>
<td>1450</td>
<td>1410</td>
<td>1416</td>
</tr>
</tbody>
</table>

One can note, by assuming normal distribution for the output values, the value of maximum peak cladding temperature decreases slightly by 5 K with increasing number of code runs. A more significant decrease of the upper tolerance limit by 34 K could be observed with 999 code runs according to Wilks’ formula. Still, the difference is relatively small. A distribution of the output variable, e.g. normal or another adequate one can be assumed and checked by a fit test. That allows a direct estimation of the 95th percentile, and allows a significant reduction of code runs. EDO finds that this estimate is almost the same with 93 and 999 code runs. This observation should be confirmed by additional investigations.

### 6.4 Treatment of failed code runs

For a proper use of the Wilks’ formula all code runs should be terminated successfully or corrected in case of any failure, as already recommended at the end of Phase III. The reason of this is that Wilks’ formula is based on a random sample. Leaving out failed code runs leads to the situation, that such a set is not randomly selected any more. However, a relatively low number of failures can be treated in a conservative way by assuming that the n failed runs produced the n most adverse values of the output parameter of interest (e.g. PCT). If the number of overall calculations is high enough to use Wilks 95%/95% formula at the order 2, for example, then the 1 most adverse result can be discarded for a one-sided tolerance limit. For example, for a second order application, requiring \( \alpha = \beta = 95\% \), at least 92 successful code runs (93-1) are needed in case of one failure. The failure is discarded and the maximum value among the successful runs is taken as the 95%/95% estimation.

As an example, let us consider the case of PSI performing 120 code runs with 4 code failures. As explained above, it is not correct to consider that the 116 successful code runs are sufficient to apply Wilks at the order of 2, based on the argument that at this order and for \( \alpha = \beta = 95\% \), only 93 code runs are needed. The 4 failed code runs might correspond with the highest values of the key output variable, if they had been
successful. Thus, the sample size must correspondingly be increased, for four failed runs at least $181-4=177$ correct runs are needed.

It is, however, possible to check the evolution of the parameter values of interest in the failed runs. If, until the code failure occurs, these values are within the band of the successful runs, then this run can be regarded as successful. When PCT is of interest, and the run failure occurred well after the time of PCT, and the PCT value of the failed run is within the uncertainty band, the failed run can be considered successful with regard to PCT. That was the case for most participants.

If the failure occurred due to a too large time step during core reflood, what was the main reason and the time step was reduced, the run could be continued after time step reduction. In such a case, the run is to be considered successful. An appropriate automatic time step control of the code could have prevented the run failure. KAERI, however, discarded those code runs where the time steps were reduced.

If the code failures occur prior to quenching the core, it may be difficult to determine tolerance limits for final quench time.

6.5 Main results

6.5.1 Results of reference calculations

Figure 13 through 17 show the reference case results for maximum cladding temperature and primary pressure versus time obtained by all participants. The results of participants are grouped according to the code used. KAERI results (MARS code), are included together with RELAP5 because of the similarity between these codes.

![Figure 13: Reference calculations, ATHLET code](image-url)
Figure 14: Reference calculations, CATHARE code

Figure 15: Reference calculations, RELAP5 code
6.5.2 Results of uncertainty analysis

6.5.2.1 Single valued results

Again two types of methodologies were applied in the BEMUSE Phase V exercise to obtain the uncertainty bands: “Propagation of input uncertainty” type, used by twelve participants out of the total of fourteen, and “propagation of output accuracy” type, used by one participant, i.e. University of Pisa with two submissions using two different computer codes, RELAP5 and CATHARE. In this case the CIAU was used with two different error databases developed for the RELAP5 and CATHARE codes.

The results can be summarized as follows:

- All participants managed to obtain the requested uncertainty bands with reasonable values.
- A database, including comparative tables and plots has been produced.
The main results can be seen from the uncertainty bands for the single valued code results 1st peak cladding temperature, 2nd peak cladding temperature, maximum peak cladding temperature, accumulator injection time, and complete core quench time given in Figures 18 through 21. Maximum Peak Cladding Temperature (MPCT) has been added to the other single-valued results. This new parameter is defined as the maximum fuel cladding temperature value, independently of the axial or radial location in the active core during the whole transient. It is the main parameter to be compared with its regulatory acceptance limit in LOCA licensing analyses. This single-valued parameter is called “Maximum Peak Cladding Temperature” in order to avoid misunderstandings with the time dependent parameter called “Maximum Cladding Temperature” and the other two single-valued parameters “First Peak Cladding Temperature” and “Second Peak Cladding Temperature”.

For comparison purposes it was agreed to submit the 5/95 and 95/95 estimations of the one-sided tolerance limits, that is, to determine both tolerance limits with a 95% confidence level each.

Although the overall results are clearly a step forward towards the consolidation of the different methods, the uncertainty bands for the single-valued output parameters, which do not show agreement among the participants in general, and specifically users of the statistical approach, may point out that for the last approach, the uncertainty analyses have not been very well mastered by some participants.

In spite of it was not a main goal of the exercise, it is worth mentioning that the upper (95%/95%) limit estimations for maximum PCT by the participants do not exceed the regulatory acceptance limit 1477 K.

[Figure 18: Calculated uncertainty bands of the 1st PCT of Zion NPP LBLOCA]
2\textsuperscript{nd} Peak Cladding Temperature

Figure 19: Calculated uncertainty bands of the 2\textsuperscript{nd} PCT of Zion NPP LBLOCA

Maximum peak cladding temperature

Figure 20: Calculated uncertainty bands of the maximum PCT of Zion NPP LBLOCA
The following observations can be made:

- One participant (KAERI with MARS code) does not obtain complete core quenching in the upper bound case of the uncertainty band. The reason given is the low range of CHF.

- Two participants (EDO with TECH-M-97 code, NRI2 with ATHLET code) find an upper bound for the maximum peak temperature close to 1477 K – the acceptance criterion for the fuel cladding (difference less than 30 K).

- Participants using CIAU methodology (UNIPI1 with RELAP5 code, UNIPI2 with CATHARE code) obtain a band width for accumulator injection start time larger than the other participants, which is consequence of the primary pressure “uncertainty width” obtained by the CIAU users.

The two approaches to quantify uncertainties, the statistical and UNIPI CIAU methods, give very different results for the uncertainty bands of the primary pressure. This is due to the fact that CIAU approximates the time error on the basis of comparing experimental data and calculations. The various experiments have different time constants.

When comparing results for the maximum PCT, there is an overlap region of, roughly, 15K (between 1221K and 1238K). This region is very small. For the 1st and 2nd PCT the uncertainty bands of all participants show no overlap. When not including participants with extreme values of the uncertainty bands, it is possible to obtain overlap regions for the other two peak cladding quantities. In this case, for the 1st PCT there is an overlap region of roughly 20K when not taking into account UNIPI1 (with the lower upper bound) and EDO (with the highest lower bound) results, and for the 2nd PCT the overlap exists when not considering JNES results with the lowest upper bound. Concerning the participants out of the overlap region, JNES and EDO were two (out of the three) groups that considered only the minimum number of 20 common input parameters and did not include the physical models of the codes, while the UNIPI1 group obtained a low value for the reference calculation and a narrow band compared with the other participants.

Uncertainty bands for “accumulator injection start time” of the statistical methods and “complete core quench time” have no overlap. For accumulator start time the reasons are narrow uncertainty band widths.
for the statistical methods due to narrow uncertainty bands for pressure in combination with the spread of reference case results. For the “complete core quench time” the reasons are again a combination of narrow band width for some participants with the spread of reference calculation values. The two CIAU user results are in good agreement with each other.

The following features of the CIAU uncertainty bands must be taken into account for comparing the results:

- CIAU is a method that considers independently the time error and quantity error; this leads to a larger total error (and a larger band width) when gradients over time are steep.

- Three uncertainty values are determined in CIAU, see Figure 22:
  - Quantity Uncertainty (QU): Uncertainty characterizing the quantity value at a selected instant of time;
  - Time Uncertainty (TU): Uncertainty characterizing the time of occurrence of any points during the transient;
  - Total Quantity Uncertainty (TQU): Uncertainty derived from the geometric combination of QU and TU. It is worthwhile to note the time uncertainty of a point A may influence the total quantity uncertainty of a point B, with $t_A < t_B$, see Figure 22.

- The CIAU uncertainty bands (derived from TQU) provide higher values for maximum and minimum values of the uncertainty bands for the PCTs than the statistical methods. Smaller band widths are generated by CIAU considering QU only what is more appropriate to compare with the statistical methods, see Table 11. It should be noted, however, that in phase III only TQU band widths were used for comparison. TQU band widths in phase III calculating the LOFT experiment are lower than for the Zion NPP calculations at the time when the PCTs occur.

<table>
<thead>
<tr>
<th>OUTPUT UNCERTAIN PARAMETERS</th>
<th>LOWER UNCERTAINTY BAND</th>
<th>REFERENCE CALCULATION</th>
<th>UPPER UNCERTAINTY BAND</th>
</tr>
</thead>
<tbody>
<tr>
<td>1st PCT (RELAP5) (K)</td>
<td>991.3 (905.7)</td>
<td>1053.5</td>
<td>1115.7 (1175.9)</td>
</tr>
<tr>
<td>2nd PCT (RELAP5) (K)</td>
<td>978.6 (848.2)</td>
<td>1198.4</td>
<td>1418 (1418)</td>
</tr>
<tr>
<td>1st PCT (CATHARE2-V2.5) (K)</td>
<td>1156 (792)</td>
<td>1204</td>
<td>1252 (1368)</td>
</tr>
<tr>
<td>2nd PCT (CATHARE252-V2.5) (K)</td>
<td>1093 (994)</td>
<td>1218</td>
<td>1342 (1342)</td>
</tr>
</tbody>
</table>

Table 11: QU point values (in parenthesis the TQU values) of the CIAU method
6.5.2.2 Comparison of distributions of PCT results

CEA performed of more detailed comparison work which is presented fully in Appendix 1. Only some selected information is given in this section. Each participant provided the uncertainty results in terms of lower bound (LUB) and upper bound (UB). The idea is to use more complete results than the uncertainty bounds which are extreme values by an estimation of the probability density function (pdf) or cumulative density function (cdf) describing these uncertainties. For technical reasons, only the single-valued output parameters are used in this evaluation. Among these output parameters, only the values of peak cladding temperature are treated (1st PCT, 2nd PCT and Maximum - in time and space - PCT).

The uncertainty of the output “time of accumulator injection” shows clearly 2 populations, one for the statistical method users, with a very narrow band and one for the CIAU users, with a broad band. This situation is not suitable for a statistical treatment.

6.5.2.2.1 First PCT

For participant using a propagation process (12/14), the \( n_i \) (from 90 to 300) values of the response (first PCT) are used to build the classical empirical distribution function. For other participants (CIAU methods), the probability law of the uncertainty is assumed to be a normal law with a mean value = \( \frac{\text{UB-LUB}}{2} \)

---

In the case of AEKI, due to the lack of \( n_i \) code run results for the single-valued output parameters, the same method as used for UNIP11 and UNIP12 is applied.
and a standard deviation $= (\text{UUB-LUB})/4$.\textsuperscript{2} Clustering of the data of all participants is represented by a CDF representing all the participations. The empirical distribution of all ($Y_{all}$) participations is built by a random re-sampling using the same amount (10000) of data from each participant (that means, each participant has the same weight).

The empirical PDFs (histograms) are smoothed using a 20 K bandwidth for presentation reason. They are compared to the PDFs of all participants in Figure 23. Summary of the distribution of all participants ($Y_{all}$) is:

- Mean value: $Y_{all} = 1209 \text{ K}$
- Standard deviation: $\sigma_{Y_{all}} = 77 \text{ K}$
- 5 % fractile: $Y_{all}5\% = 1065 \text{ K}$
- 95 % fractile: $Y_{all}95\% = 1337 \text{ K}$.

As a conclusion, no one of these “measure” is really an evaluation of the default or quality of one participant, because a participant is not expected to have the same probability law than this obtained for all. They do not provide either a threshold that could “discard” a particular participant, but the extreme values generally confirm what can be observed in Figure 18, or the simple facts that:

- UNIPI-1: the UUB (1116 K) value is significantly lower than the mean value given by all participants (1209 K)
- EDO: the LUB (1212 K) value is greater than the mean value given by all participants (1209 K).

\textsuperscript{2} In the case of the CIAU users, i.e. UNIPI1 and UNIPI2, instead of the original UUB and LUB values obtained from the TQU values, the so-called QU values are used (Table 11 of this report).
First PCT

Figure 23: Comparison of participants PDFs of first PCT

6.5.2.2.2 Second PCT

The same work is done for the second PCT. The results are presented in Figure 24.

Summary of the distribution of all participants ($Y_{all}$):

- Mean value: $\bar{Y}_{all} = 1218$ K
- Standard deviation: $\sigma_{Y_{all}} = 90$ K
- 5 % fractile: $Y_{all5\%} = 1059$ K
- 95 % fractile: $Y_{all95\%} = 1357$ K.

As previously, the maximal values of the different measures give only an indication of what can be observed in Figure 19:

- EDO uncertainty band is located in the upper zone of all participants.
- The (narrow) JNES uncertainty band is located in the lower part of all participants.
6.5.2.2.3 Maximum PCT

The same work is done for the maximum PCT. The results are presented in Figure 25. Summary of the distribution of all participants ($Y_{\text{all}}$):

- Mean value: $\bar{Y}_{\text{all}} = 1245$ K
- Standard deviation: $\sigma_{Y_{\text{all}}} = 75$ K
- 5 % fractile: $Y_{\text{all5\%}} = 1129$ K
- 95 % fractile: $Y_{\text{all95\%}} = 1367$ K.

As expected, the differences between participants are less pronounced for the maximum PCT than for the 1st or 2nd PCTs. The extreme values of the measures once again confirm what can be observed:

- EDO uncertainty band is located in the upper zone of all participants
- The (narrow) JNES uncertainty band is located in the lower part of all participants.

However, this trend is less pronounced than for the 2nd PCT.
6.5.2.3 Time dependent maximum cladding temperature

In Figure 26 uncertainty bands for maximum cladding temperature time trends are shown. Three participants did not obtain the complete core quenching within the calculated 500 seconds time: CEA, IRSN, and KAERI.
EDO – Maximum cladding temperature

GRS – Maximum cladding temperature

IRSN – Maximum cladding temperature

JNES – Maximum cladding temperature

KAERI – Maximum cladding temperature

KINS – Maximum cladding temperature
6.5.3 Results of sensitivity analysis

Following the method proposed for BEMUSE phase III described in Chapter 4, the output parameters required for sensitivity ranking are separated into two groups: One related to cladding temperature and the other related to primary pressure. Those output parameters related to the core cladding temperatures are:

- 1st PCT
- 2nd PCT
- Maximum PCT
- Time of complete core quenching
- Maximum cladding temperature as function of time

For participants using the CIAU method, ranking and selection of parameters steps are not feasible. For the participants using the statistical approach, a ranking is provided by each participant and values are given for the most relevant (rank = 3), second most relevant (rank = 2), third most relevant (rank = 1) and not relevant but considered (rank=0) parameters. These were gained from the sensitivity measures described in Section 4.4.3. According to BEMUSE phase III procedures, the total ranking for a parameter cannot exceed 3 for the same participant for a macro-response.

Figure 27 shows the total ranking for all uncertain input parameters by the participants for cladding temperature. It indicates the number of participants providing ranks for the input parameters.

![Figure 27: Total ranking of the influence of input uncertainties on cladding temperature per parameter](image_url)

As can be seen from Figure 27, the most influential uncertain input parameters for cladding temperature are fuel pellet heat conductivity, containment pressure, power after scram, critical heat flux and film boiling.
Figure compares two selected parameters, film boiling heat transfer and critical heat flux, in terms of both, the range of variation and the influence ranking on cladding temperature by the participants. The range of variation of each input parameter is expressed as fraction of the reference value and can be compared among the participants. As for phase III, the coordinator of Phase V compared these two parameters plus forced convection to vapour which do not have the highest total ranking in Figure 27. The range of fuel related parameter values was proposed. As shown in Figure 28 there is not a very clear relationship between range of variation and the influence. The reason is explained in Section 4.4.3.

Some observations from Figure 28:

- The range of variation of CHF considered by IRSN is rather large, whereas this parameter has no influence. It can be partly explained because IRSN defined also uncertainty of the quench front model as highly influential.

- GRS and UPC have similar ranges for the film boiling heat transfer, but GRS finds film boiling as highly influential and UPC not at all. The origin of the difference may be: GRS finds that the choice among two models of film boiling is highly influential but not the multipliers of the models themselves, whereas UPC considers only multipliers. Uncertainty ranges for CATHARE users are much larger than for the rest of participants. This difference may be explained by differences among the codes.

![Figure 28: Ranges of variation and influence on cladding temperature for selected input parameters](image-url)
6.6 Conclusions of Phase V

For uncertainty and sensitivity analysis, all the participants used a statistical method according to the use of Wilks’ formula, except UNIPI applied its CIAU method.

Differences can be seen in the results of different participants with regard to the base case or reference calculations; the largest difference among two participants is 141 K for the maximum PCT, which is lower than in Phase IV (167 K). The largest difference among participants for the maximum PCT in Phase III calculating the LOFT experiment is 151 K. The difference of the upper 95%/ 95% uncertainty range, which is important to compare with the regulatory acceptance criterion, is 221 K for maximum PCT between participants (LOFT calculation: 155 K). The differences between the calculated uncertainty limits and their distance to the base case calculations for maximum PCT are calculated from 53 K (JNES) to 239 K (NRI2). Two participants of the statistical method used only the 20 common parameters, one used only 17 parameters, and the others included several model parameters what obviously caused differences in uncertainty results. Other differences may be due to differences of ranges of input uncertainties defined by the participants.

The difference in results comparing the upper 95%/95% bound of the two peak cladding temperatures between 1st order (59 calculations) and 4th order (153 calculations) performed by GRS with the ATHLET code is 40 K and 78 K for the 1st PCT and 2nd PCT, respectively [20]. Input uncertainty selection and quantification of uncertainty distributions and especially ranges are more important for the uncertainty ranges of the output than the number of calculations with the aim to increase the order of Wilks’ formula.

Although the overall results are clearly a step forward towards the consolidation of the different methods, the uncertainty bands for the single-valued output parameters, which do not show agreement among the participants in general, and specifically among users of the statistical approach, may point out that for the last approach, the uncertainty analyses have not been very well mastered by some participants.

The calculated uncertainty bands for both the 1st and the 2nd peak cladding temperatures show no overlap among the results of the participants. For the “maximum peak cladding temperature” (single value), the dispersion of the band width is significantly less for the statistical methods, and there is a region of overlap of about 15 K. The missing overlap can be explained by quite different best-estimate calculations combined with rather narrow uncertainty bands. The emphasis on uncertainty analysis, however, is to quantify lack of precise knowledge by appropriate uncertainty ranges of input parameters, what was obviously not the case in all applications.

Although it was not a main goal of the exercise, it is worth mentioning that the upper (95%/95%) limit estimations for maximum PCT by the participants do not exceed the regulatory acceptance limit 1477 K, but two participants are close to this limit.

For selecting the uncertain input parameters to be used generally the recommendations were followed to use the common uncertainties and their distributions. Three participants, however, considered only the agreed common set of proposed parameters without including uncertainties of code models. Ranges and distributions of code model parameters are still different even among users of the same code. These were obviously primarily specified by engineering judgement.

Sensitivity analysis has been successfully performed by all participants using the statistical method. The influence ranking has been estimated for two macro responses: Cladding temperature and primary pressure. The sensitivity coefficients used by participants are Pearson and Spearman correlation.
coefficient, standardised rank regression coefficients, Pearson and Spearman partial correlation coefficients and SOBOL indices.

The sensitivity results have shown that several parameters were ranked as influential by the majority of the 12 participants. These quantities are:

- From the set of common uncertain parameters: “Power after scram” (12 participants out of 12 – 12/12) and “UO₂ conductivity” (11/12) for the cladding temperature; “Containment pressure” (10/12), “Initial ILCL temperature” (9/10) and “Initial upper head temperature” (6/8) for the primary pressure.

- From the individually determined input parameters: “Film boiling” (6/8) and “Critical heat flux” (7/9).

BEMUSE phase V helped clarifying the treatment of failed calculations and its relation to the number of runs for participants using statistical methods to provide 95%/95% statements. All participants followed the recommendation stated in phase III to increase the number of code runs in order to compensate for failed runs (see Section 6.4 and next chapter of this report). In one case, more code runs were omitted in spite of corrections of the maximum time step size.
7. CONCLUSIONS AND RECOMMENDATIONS

7.1 Uncertainty methods and computer codes used

The BEMUSE activity compared the applications of essentially two uncertainty methods. The first method uses a probabilistic approach which propagates input uncertainties to the output uncertainties. The method is associated with order statistics and the use of Wilks’ formula. That method was first proposed by GRS, and applied by the majority of participants. The second method is the Uncertainty Method based on Accuracy Extrapolation (UMAE) and its extension to the Code with the Capability of Internal Assessment of Uncertainty (CIAU). A comparison of calculation results with data from integral experiments investigating the same course of event for which the uncertainty analysis is to be performed, is a necessary basis for applying this method. 9 out of 10 participants in phase III and 12 out of 14 participants used the statistical method in Phase V, only University of Pisa used their own method in the BEMUSE programme. A reason is the high effort needed to get the data base for deviations between experiment and calculation results in CIAU. That time and resource consuming process has been performed only by University Pisa for the codes CATHARE and RELAP. The data base is available only there.

Different computer codes were applied by the different participants using these methods. A direct comparison between both applications of the above mentioned methods (CIAU and GRS) can only be seen for applications of the CATHARE and RELAP5 codes. However, each participant used different nodalisations and partly different code options. Therefore, comparisons of both uncertainty methods in this Programme are influenced by user specific applications of a computer code or by using different computer codes. The statistical methods were applied differently by those participants using that method.

The decision for an uncertainty method is usually based on the features of a method. The choice of selecting an uncertainty method depends on what the end users will accept and in what features they are interested.

The Pisa Method can be used if:

− Stringent criteria on data and modelling accuracy are met;

− End users accept assumptions about extrapolation of differences between calculation and experimental data from small scale experimental facilities to large scale;

− The last point is most likely to be the case when extrapolation to the case of interest is small.

This method requires having a sufficient data base, which represents an outstanding amount of work. Besides, it does not provide tolerance limits, like confidence level of the provided upper and lower bounds. Additional calculations with respect to those performed for the determination of uncertainty bounds are
necessary to get information on sensitivities of input uncertainties, like fuel parameters, which are usually not available from integral system experiments.

Statistical methods can be used if:

− End users accept the method based on estimation of probability distributions of input parameters, what is the most important part to come up with well justified distributions and ranges;

− Users are interested in sensitivity measures to help prioritize future improvements;

− Users are not interested to limit the number of input uncertainties because the number of code calculations to be performed is independent of the number of uncertainties.

In all cases appropriate knowledge, skill, experience and quality standards must be applied. One important result is that the quality of base case calculation is essential as a basis for uncertainty results. A necessary pre-requisite is a well qualified computer code which is suitable to calculate the course of event under investigation.

For those participants using a statistical method with Wilks’ formula one can state common features and differences. Common is the use of simple random sampling as it is advisable for the use of Wilks’ formula. Differences are in the number of calculations (order of Wilks’ formula), the list of input parameters, and the type of distribution of parameter values, their ranges, and the treatment of failed calculations.

Since most of the participants used the statistical method the following conclusions and recommendations are mainly dealing with this approach.

### 7.2 Number of uncertain input parameters, determination of distributions and selection of values from their distributions

The number of uncertain input parameters ranges from 13 to 64 in BEMUSE phase III, and from 17 to 55 in phase V. The main reason to consider only a limited number of parameters is the difficulty to associate with them an appropriate range and distribution of variation. However, significant sources of uncertainty should not be omitted.

Some participants restricted the uncertain input parameters to the agreed common list in phase V, some excluded break discharge parameters due to the recommendation not to vary discharge flow cross section.

Concerning the number of input parameters, a compromise should be found among the following considerations:

− In uncertainty analysis, Wilks’ formula makes it possible to consider a high number of input parameters.

− Consideration of model parameter uncertainties may be difficult because access via input decks is needed.

− A high number of input parameters needs high effort to define the uncertainty distributions.
In sensitivity analysis, the results are more reliable if the number of code runs is significantly higher than the number of input parameters. However, one is usually only interested in the most influential input parameters with regard to code output parameters.

One of the most important steps in applying a statistical method is the determination of ranges and distributions of the uncertain parameter values. The important parameters have significant influence on the uncertainty ranges of the results. The quantification of the input uncertainty is to be performed by different sources of information:

1) Validation of mainly separate effects experiments, partly integral experiments,
2) Expert judgement,
3) Literature, e.g. measurement uncertainties of correlations of heat transfer, friction, pressure losses, etc.

Experience from code validation is the main basis to determine code model uncertainties. This is mainly performed by experts performing the validation. Appropriate experimental data are needed. Focusing further investigations on the issue of input parameters would be desirable. In some cases, methods of statistical analysis of experimental data compared to code results should be applied, for instance by the code developers. Formal methods, like Bayesian and Maximum Entropy methods, can be used to help to specify probability distributions for model parameters. In other cases expert judgement is used. A good knowledge of the experts who performed code validation is necessary to provide these judgements.

A comparison of calculated uncertainties with experimental data is recommended also for another reason. It allows checking not only the appropriate mathematical formulation of the physical models but also their implementation in the code, what is not the case with uncertainties found in literature.

It is also important to note that the model outcome sample values $y_1,\ldots,y_N$ from which the tolerance intervals/limits are determined must constitute a random sample of the model outcome $Y$ in the statistical sense, i.e. they must be realizations of stochastically independent and identically distributed random variables $Y_1,\ldots,Y_N$. This is ensured if the underlying input parameter sample is generated according to the simple random sampling (SRS) principle. Other types of parameter selection procedures like “Latin-Hypercube-Sampling” or “Importance-Sampling” etc. may therefore not be appropriate for tolerance intervals or tolerance limits.

### 7.3 Uncertainty results

The calculation results of the differences of upper uncertainty limits minus base calculation by participants for PCT lie in the range from 28 K to 207 K, and from 53 K to 239 K in phases III and V, respectively. The results using the CIAU method are comparable to those of other participants for phase III, for phase V larger uncertainty bands were calculated for peak cladding temperature. The calculation results for pressure in phases III and V show low widths of the uncertainty bands for the statistical methods. The uncertainty bands of the CIAU results are much larger than those of the other participants in phases III and V. This is explained by the time uncertainty included in the bands of the CIAU method. CIAU approximates the time error on the basis of comparing experimental data and calculations. The various experiments have different time constants.

Using the CIAU method, the uncertainty bands derived from Total Quantity Uncertainty (TQU) provide higher values for maximum and minimum values of the uncertainty bands of cladding temperatures than the statistical methods. Smaller band widths are generated by considering Quantity Uncertainties (QU) only what is more appropriate to compare peak cladding temperature values with the statistical methods.
QU values were used for comparison of PCT values in phase V. In phase III only TQU band width were used for comparison. The TQU band width in Phase III calculating the LOFT experiment are lower at the time when the PCTs are occurring than those in the Zion NPP calculations.

For phase III, two main reasons were given if the upper and lower bounds do not envelop the experimental data: Deviation of the reference calculation from experimental data, and too narrow uncertainty bands for the uncertain input parameters. A further reason may be missing influential uncertain input parameters. Some participants concentrated mainly on the claddi ng temperature when identifying the uncertain input parameters.

The elicitation and quantification process of input uncertainties is a basis for performing an uncertainty analysis using a statistical method. The input uncertainty ranges determine the uncertainties of the code calculation results, i.e. the output uncertainties. If important input uncertainties are not included, the result can only give an answer to the selected parameters. Comparing the different submissions of phase V, for example, one should take into account that not all participants included model uncertainties of the applied computer code.

A change of the type of distribution of input uncertainties (for example, uniform instead of normal, with similar ranges of variations) has a relative low influence on the upper tolerance limit of cladding temperature compared to the differences of base case calculation results and to differences of input uncertainty ranges.

### 7.4 Influence or sensitivity results

Influence or sensitivity analysis results can give guidance to select the important variables, for which the uncertainty distribution has to be determined with good accuracy. These sensitivity results are approximately the same for the dominant parameters irrespective of the number of calculations performed, i.e. the order of Wilks’ formula. However, the number of calculations should be larger than the number of uncertain input parameters in order to get reliable sensitivity measures for the dominant parameters. Pearson’s and Spearman’s correlation coefficients used as sensitivity measures give the same ranking for the important parameters.

Since in reactor safety analyses very often extremely complex and computationally expensive models are used, it is clear that in most cases additional model runs only for the purpose of sensitivity analysis will not be affordable. Thus, the selection of sensitivity/influence/ importance indices must be restricted to those which can be computed from the available sample values already generated for uncertainty analysis, i.e. from the simple random sample (SRS) generated to determine non-parametric tolerance limits. Suitable/feasible indices in such cases are e.g. the standard correlation/regression/R²-based indices, their rank-based counterparts and the Correlation Ratio (= 1st order Sobol’s variance-based sensitivity index) and some others computed from the available SRS-sample values. Sensitivity/influence/importance indices that require additional specific sampling and computational effort like Fourier Amplitude Sensitivity Test (FAST) - indices or the full range of Sobol indices [21] cannot be used in such cases. Therefore it is not intended to provide full, complete and precise sensitivity information with respect to all parameters and all possible outcomes. It rather seems sufficient and satisfactory to identify only the dominating uncertain parameters, i.e. those few with the highest impact/influence on the output uncertainty. Experience shows that in most practical applications dominating uncertainties can be found with the simplest standard sensitivity indices like Correlation Coefficients (CC/RCC) or Correlation Ratio, and at the low sampling/computational cost from uncertainty analysis with non-parametric tolerance limits. Additional model runs are not necessary in most cases.
Nevertheless, it is clear that more accurate and more exhaustive sensitivity information can be obtained in situations where the size of the sample does not play any role, e.g. with variance-based Sobol or FAST indices. However, the extremely large number of model runs required by these procedures makes them impracticable for computationally demanding models.

### 7.5 Treatment of failed runs

For a proper use of Wilks’ formula, all the code runs must be successful, or corrected in case of failure. This requirement becomes more and more difficult when the number of code runs increases. A failed run from which the result of interest (e.g. PCT) cannot be reproduced nor estimated or bounded, it may be assumed conservatively that the result from this run will exceed all the results from the completed runs. Thus, according to “Wilks’ 95%/95%-formula”, the sample size must correspondingly be increased. For one failed run at least 93-1=92 correct runs are needed and the highest value of the output obtained with the 92 successful code runs is retained, for two failed at least 124-2=122 correct and in the same way, the highest value obtained with the 122 successful code runs is retained, for three failed at least 153-3=150 correct, for four failed at least 181-3=177, etc.

It is, however, possible to check the evolution of the parameter values of interest in the failed runs. If, until the code failure occurs, these values are within the band of the successful runs, then this run can be regarded as successful. When PCT is of interest, and the run failure occurred well after the time of PCT, and the PCT value of the failed run is within the uncertainty band, the failed run can be considered successful with regard to PCT.

If the failure occurred due to a too large time step in a trouble zone, like subcooled ECC injection, what was the main reason, and the time step was reduced, the run could be continued after time step reduction. In such a case, the run is to be considered successful. An appropriate automatic time step control by the code could have prevented the run failure.

### 7.6 Statistical convergence of tolerance limits

When the upper tolerance limit approaches regulatory acceptance criteria, e.g. 1200°C PCT, the number of code runs may be increased to 150 or 200 calculations instead of the 59 code runs needed, using Wilks’ formula at the first order for the estimation of a $\alpha = 95\%$ one-sided tolerance limit with a confidence level $\beta$ of 95%. This would be advisable for two reasons:

1) With increasing sample size the uncertainty results will be less dispersed, and consequently more converged (less conservative), and

2) The sensitivity results will be more reliable.

Firstly, for uncertainty analysis, it is possible to use Wilks’ formula for example at the order 3 (124 runs) up to 5 (181 runs) for percentile $\alpha$ and confidence $\beta$ unchanged, which may reduce the effect of conservatism of tolerance limits from a small number of code runs, i.e. the dispersion of the estimated tolerance limit in conservative direction tending to substantially overestimate the 95%-quantile one is originally interested in. On the other hand, the underestimation of the 95% percentile with 5% probability decreases when the order of Wilks’ formula is increased.

Secondly the results of sensitivity analysis will become more reliable, particularly for less important parameters, because the variances of the estimators of the sensitivity measures will decrease and spurious (artificial) correlations between independent input parameters will appear less frequently when sample sizes increase. The issue of the number of code runs required for a proper sensitivity analysis is
independent of that required by Wilks’ formula. For example and unlike Wilks’ formula, mainly for Regression Coefficients, the number of code runs should be (significantly) higher than the number of input parameters.

The USNRC Regulatory Guide 1.157 [7] requires that the applicable acceptance criteria will not be exceeded with a probability of 95% or more. If an additional confidence level is provided, the IAEA SSG-2 [11] requires at least 95%. Therefore, an overestimation of the 95% percentile with 95% probability would be in line with requirements of these guides. An upper bound close to the theoretical 95% percentile is not required for licensing applications because the percentile may be higher than 95%.

It is important to note that differences up to 50 K for PCT found in Phase III or up to 80 K for Phase V results by changing the number of calculations from 59 up to 1003 (or from 93 to 153 runs) are low compared with the highest differences between results of participants for the reference calculations of 141 K, and the upper uncertainty range of maximum PCT up to 221 K in Phase V. One should also note the maximum difference of calculated maximum PCT of participants in Phase IV was 103 K, e.g. for the lower range of maximum linear power using the same values for that input parameter. A reason for this difference of results may be different models for the same heat transfer regime in different codes, different changes of heat transfer regimes during the transient due to different nodalisations and due to other selections in the input decks. This shows clearly the high importance for the need of high quality results of the base calculation, selection of uncertain input parameters, and the variation of input parameters over their uncertainty ranges on the uncertainty of code output parameters rather than the number of calculations.

Another way to reduce the over-estimation of the 95% percentile by 95%/95% tolerance limits is to assume a distribution of the output variable, e.g. normal distribution, and to check the distribution by a suitable statistical test. In these cases one obtains less conservative bounds with the same number of calculations, or the same conservatism with a lower number of calculations, e.g. instead of 59 runs only 24 are necessary or instead of 181 runs only 83 are needed [22]. Such a procedure was not part of the BEMUSE programme.

In the Bootstrap method re-sampling [17] using the original parameter selections is performed. The procedure leads to lower limits than the Wilks’ tolerance limit. However, the method is not recommended because the 95%/95% criterion is not necessarily fulfilled, at least for low number of calculations, like 59 runs [22].

7.7 Lessons learned

The main lessons learned from all the exercises performed in the BEMUSE programme, especially from phases III and V are:

- A qualified user is needed to perform a high quality reference calculation, i.e. qualified nodalisation, appropriate initial and boundary conditions, selections of code options; quality assurance procedures should be followed.
- A suitable code and uncertainty method should be used.

When applying the statistical method (first proposed by GRS), the following items are important:

- The identification and quantification of potential important uncertain input parameters is fundamental, i.e. phenomena, code models, initial and boundary conditions, material, like fuel parameters. Figures 5 and 27 as well as Table 8 is useful in this regard. Such a table would also be beneficial for other events than large break LOCA.
More emphasis should be on quantification of input uncertainties of code models using validation experience.

The important input parameters that affect the course of the event should be clear to the user and the reviewer of an application.

Simple random sampling (SRS) should be used to derive tolerance intervals or one-sided tolerance limits.

The convergence towards the 95% quantile, for example, is increased by an increased number of code runs. The dispersion of tolerance limits is reduced by an increased number of code runs.

The 95%/95% tolerance limit should meet the regulatory acceptance criterion. If the calculated tolerance limit approaches the acceptance criterion, the number of code runs may be increased.

The code runs with the randomly selected values of uncertain input parameters should end successfully. When PCT is of interest, and a run fails after the time of PCT, the failed run can be considered successful with regard to PCT. Otherwise, the number of code runs should be increased in order to compensate for failed runs (see Sections 6.4 and 7.5 of this report).

### 7.8 General remarks

The methods used in this activity are considered to be mature for application, including licensing processes. Lessons learned for a proper application of the statistical method are listed in the previous section as result of the performed exercise. Differences are observed in the application of the methods, consequently results of uncertainty analysis of the same task lead to different results. These differences raise concerns about the validity of the results obtained when applying uncertainty methods to system analysis codes. The differences may stem from the application of different codes and uncertainty methods. In addition, differences between applications of statistical methods may mainly be due to different input uncertainties, their ranges and distributions. Differences between CIAU applications may stem from different data bases used for the analysis. However, - as it was shown by BEMUSE phases III and V - significant differences were observed already between the base or reference calculation results. Furthermore, differences were seen in the results using the same values of single input parameter variations in BEMUSE phases II and IV.

When a conservative safety analysis method is used, it is claimed that all uncertainties which are considered by an uncertainty analysis are bounded by conservative assumptions. Differences in calculation results of conservative codes would also be seen due to the user effect such as different nodalisation and code options, like for best estimate codes used in the BEMUSE programme. Differences of code calculation results have been observed for a long time, and have been experienced in all International Standard Problems where participants calculated the same experiment or a reactor event [23]. The main reason is that the user of a computer code has a big influence on how a code is used. The objective of an uncertainty analysis is to quantify the uncertainties of a code result. An uncertainty analysis can not compensate for code deficiencies. Therefore, necessary pre-condition is that the code is suitable to calculate the scenario under investigation.

A user effect can also be seen in applications of uncertainty methods, like in the BEMUSE programme. In uncertainty analysis, the emphasis is on the quantification of a lack of precise knowledge by defining appropriate uncertainty ranges of input parameters, which could not be achieved in all cases in BEMUSE. For example, some participants specified too narrow uncertainty ranges for important input uncertainties based on expert judgement, and not on sufficient code validation experience. Therefore, skill, experience and knowledge of the users about the applied suitable computer code as well as the used uncertainty method are important for the quality of the results.
Instead of emphasising too much an appropriate number of calculations to be performed when applying the statistical method, one should concentrate first on the basis or reference calculation. However, an increased number of calculations may be advisable because it decreases the dispersion of the tolerance limits. Secondly, it is very important to include influential parameters and provide distributions of uncertain input parameters, mainly their ranges. These assumptions must be well justified. An important basis to determine code model uncertainties is the experience from code validation. This is mainly provided by experts performing the validation. Appropriate experimental data are needed. More effort, specific procedures and judgement should be focussed on the determination of input uncertainties.

This last point is an issue for recommendation for further work. Especially, the method used to select and quantify computer code model uncertainties and to compare their effects on the uncertainty of the results could be studied in a future common international investigation using different computer codes. That may be performed based on the same experiments. Approaches can be tested to derive these uncertainties by comparing calculation results and experimental data. Other areas are selection of nodalisation and code options. This issue on improving the reference calculations among participants is fundamental in order to obtain more common uncertainty bands of the results.
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### ABBREVIATIONS

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEAT</td>
<td>Atomic Energy Authority Technology (United Kingdom)</td>
</tr>
<tr>
<td>AEKI</td>
<td>Hungarian Academy of Sciences KFKI Atomic Energy Research Institute</td>
</tr>
<tr>
<td>BEMUSE</td>
<td>Best Estimate Methods Uncertainty and Sensitivity Evaluation</td>
</tr>
<tr>
<td>BCL</td>
<td>Broken Cold Leg</td>
</tr>
<tr>
<td>BHL</td>
<td>Broken Hot Leg</td>
</tr>
<tr>
<td>BL</td>
<td>Broken Loop</td>
</tr>
<tr>
<td>CCFL</td>
<td>Counter Current Flow Limitation</td>
</tr>
<tr>
<td>CDF</td>
<td>Cumulative Distribution Function</td>
</tr>
<tr>
<td>CEA</td>
<td>Commissariat à l’Energie Atomique (France)</td>
</tr>
<tr>
<td>CHF</td>
<td>Critical Heat Flux</td>
</tr>
<tr>
<td>CIAU</td>
<td>Code with the Capability for Internal Assessment of Uncertainty</td>
</tr>
<tr>
<td>CIPSU</td>
<td>Common Input Parameters associated with a Specific Uncertainty</td>
</tr>
<tr>
<td>CEA</td>
<td>Commissariat à l’Energie Atomique (France)</td>
</tr>
<tr>
<td>DPCT</td>
<td>Difference of Peak Cladding Temperature</td>
</tr>
<tr>
<td>DC</td>
<td>Downcomer</td>
</tr>
<tr>
<td>EDO</td>
<td>Experimental and Design Organisation “Gidropress” (Russia)</td>
</tr>
<tr>
<td>ENUSA</td>
<td>Empresa Nacional del Uranio, SA (Spain)</td>
</tr>
<tr>
<td>EPRI</td>
<td>Electric Power Research Institute (USA)</td>
</tr>
<tr>
<td>GRS</td>
<td>Gesellschaft für Anlagen- und Reaktorsicherheit mbH (Germany)</td>
</tr>
<tr>
<td>HPIS</td>
<td>High Pressure Injection System</td>
</tr>
<tr>
<td>HS</td>
<td>Heat Structures</td>
</tr>
<tr>
<td>HTC</td>
<td>Heat Transfer Coefficient</td>
</tr>
<tr>
<td>ICL</td>
<td>Intact Cold Leg</td>
</tr>
<tr>
<td>IL</td>
<td>Intact Loop</td>
</tr>
<tr>
<td>ILCL</td>
<td>Intact Loop Cold Leg</td>
</tr>
<tr>
<td>IRSN</td>
<td>Institut de Radioprotection et de Sûreté Nucléaire (France)</td>
</tr>
<tr>
<td>ISP</td>
<td>International Standard Problem</td>
</tr>
<tr>
<td>JNES</td>
<td>Japan Nuclear Energy Safety (Japan)</td>
</tr>
<tr>
<td>KAERI</td>
<td>Korea Atomic Energy Research Institute (South Korea)</td>
</tr>
<tr>
<td>KINS</td>
<td>Korean Institute of Nuclear Safety (South Korea)</td>
</tr>
<tr>
<td>LB-LOCA</td>
<td>Large Break Loss Of Coolant Accident</td>
</tr>
<tr>
<td>LN</td>
<td>Log Normal</td>
</tr>
<tr>
<td>LPIS</td>
<td>Low Pressure Injection System</td>
</tr>
<tr>
<td>LUB</td>
<td>Lower Uncertainty Bound</td>
</tr>
<tr>
<td>MCT</td>
<td>Maximum Cladding Temperature</td>
</tr>
<tr>
<td>MPCT</td>
<td>Maximum Peak Cladding Temperature</td>
</tr>
<tr>
<td>N</td>
<td>Normal</td>
</tr>
<tr>
<td>NRI</td>
<td>Nuclear Research Institute Rez (Czech Republic)</td>
</tr>
<tr>
<td>PCC</td>
<td>Partial Correlation Coefficient</td>
</tr>
<tr>
<td>PCT</td>
<td>Peak Cladding Temperature</td>
</tr>
<tr>
<td>pdf</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>PIRT</td>
<td>Phenomena Identification and Ranking Table</td>
</tr>
<tr>
<td>PSI</td>
<td>Paul Scherrer Institute (Switzerland)</td>
</tr>
<tr>
<td>PWR</td>
<td>Pressurized Water Reactor</td>
</tr>
<tr>
<td>PZR</td>
<td>Pressurizer</td>
</tr>
<tr>
<td>QF</td>
<td>Quench Front</td>
</tr>
<tr>
<td>RC</td>
<td>Reference Case</td>
</tr>
<tr>
<td>SCC</td>
<td>Spearman Correlation Coefficient</td>
</tr>
<tr>
<td>Acronym</td>
<td>Description</td>
</tr>
<tr>
<td>---------</td>
<td>--------------------------------------------------</td>
</tr>
<tr>
<td>PDF</td>
<td>Probability Density Function</td>
</tr>
<tr>
<td>SRRC</td>
<td>Standardized Rank Regression Coefficient</td>
</tr>
<tr>
<td>SRS</td>
<td>Simple Random Sampling</td>
</tr>
<tr>
<td>U</td>
<td>Uniform</td>
</tr>
<tr>
<td>UH</td>
<td>Upper-head</td>
</tr>
<tr>
<td>UMAE</td>
<td>Uncertainty Method based on Accuracy Extrapolation</td>
</tr>
<tr>
<td>UNIPI</td>
<td>Università di Pisa</td>
</tr>
<tr>
<td>UP</td>
<td>Upper Plenum</td>
</tr>
<tr>
<td>UPB</td>
<td>Upper Uncertainty Bound</td>
</tr>
<tr>
<td>UPC</td>
<td>Universitat Politécnica de Catalunya (Spain)</td>
</tr>
</tbody>
</table>
APPENDIX 1: FURTHER EVALUATION OF RESULTS FROM BEMUSE PHASE V

P. Bazin (CEA, France)

The objective of this work, performed by CEA, is to compare the results of the uncertainty analysis provided by all the participants during the Phase V of BEMUSE. Each participant provided the uncertainty results in terms of lower bound (LUB) and upper bound (UUB). The idea is to use more complete results than the uncertainty bounds which are extreme values by an estimation of the probability density function (pdf) or cumulative density function (cdf) describing these uncertainties. For technical reasons, only the single-valued output parameters are evaluated here. Among these output parameters, only the values of peak cladding temperature are treated (1st PCT, 2nd PCT and Maximum - in time and space - PCT).

The uncertainty of the output “time of complete core quenching” treatment is possible but not included in this report.

The uncertainty of the output “time of accumulator injection” shows clearly 2 populations, one for the statistical method users, with a very narrow band and one for the CIAU users, with a broad band. This situation is not suitable for a statistical treatment.

The method is detailed for the first PCT and then, applied for 2nd PCT and maximum PCT.

A1-1 First PCT

**First step:** Building the probability distribution for each participant:

For participant using a propagation process (12/14), then (from 90 to 300) values of the response (first PCT) are used to build the classical empirical distribution function. For other participants (CIAU methods), the probability law of the uncertainty is assumed to be a normal law with a mean value = (UUB-LUB)/2 and a standard deviation = (UUB-LUB)/4.

**Second step:** Clustering of the data of all participants is represented by a CDF representing all the participations. The empirical distribution of all (Y_all) participations is built by a random re-sampling using the same amount (10000) of data from each participant (that means, each participant has the same weight).

1 In the case of AEKI, due to the lack of n code run results for the single-valued output parameters, the same method as used for UNIPI1 and UNIPI2 is applied.

2 In the case of the CIAU users, i.e. UNIPI1 and UNIPI2, instead of the original UUB and LUB values obtained from the TQU values, the so-called QU values are used (Table 18 of the BEMUSE phase 5 report or Table 9 of this report).
Figure A1-1: Histogram and evaluated PDFs of first PCT of all participants

This probability distribution (Figure A1-1) of all participants can be seen as an estimation of the probability law of the uncertainty of all possible participations in this comparison, whatever the T/H code, the uncertainty method, the uncertainty evaluation method used. The truth, which is unknown and which is a unique value (for a single-valued output parameter) can be estimated to lie within an interval using this distribution law. In theory, each participant is expected to compute this (unknown) truth, which is the subject of this comparison, within its uncertainty band with a high probability.

The graphical comparison of the CDFs of all participants is not really useable. So, it is preferred to present the PDFs. The empirical PDFs (histograms) are smoothed using a 20 K bandwidth for presentation reason. They are compared to the PDFs of all participants in Figure A1-2. Mean value and standard deviation of each participant are presented in Table A1-1.

Summary of the distribution of all participants (Yall):

- Mean value: $\bar{Y}_{all} = 1209$ K
- Standard deviation: $\sigma_{Y_{all}} = 77$ K
- 5% fractile: $Y_{all5\%} = 1065$ K
- 95% fractile: $Y_{all95\%} = 1337$ K

In Figure A1-3, in addition to the uncertainty bounds (LUB and UUB from Chapter 6 describing phase V final results), another uncertainty band width is provided for each participant and for all $(\bar{Y} \pm \sigma)$.

Third step: A tentative evaluation of each participation is made by using 4 different measures between $PDF_i$ and $PDF_{all}$. All of them are such that the higher value, the higher the disagreement between the participation and $Y_{all}$. They are the following:
• Dimensionless distance: \( dd_1 = \sqrt{\frac{(\bar{Y}_i - \bar{Y}_{all})^2}{\sigma_{Yi}^2 + \sigma_{Yall}^2}} \), which is a distance between the mean value between participant \( n° i \) and all, divided by a quadratic sum of the standard deviations.

• Dimensionless distance: \( dd_2 = \frac{Y_i - Y_{all}}{\sigma_{Yi} + \sigma_{Yall}} \) which is an absolute value of the difference of the mean value between participant \( n° i \) and all, divided by the sum of the standard deviations.

• Kullback-Leibler divergence: \( D_{KL}(pdf_{all}, pdf_i) = \int_{-\infty}^{+\infty} pdf_{all}(x) \log \left( \frac{pdf_{all}(x)}{pdf_i(x)} \right) dx \) is a classical measure of similarity between one probability law and a reference law (all in this case).

• The proportion of probability of participant \( n° i \) outside the 90 % confidence interval of all: \( P(Y_i) = 1 - \int_{Y_{all}95\%}^{Y_{all}5\%} pdf_i(x) dx \)

By definition, \( P(Y_{all}) = 0.10 \). The higher this value is the less the law of participant \( n° i \) covers the 90 % confidence interval of all.

The numerical values of these measures can be found in Table A1-1.

As a conclusion, no one of these “measure” is really an evaluation of the default or quality of one participant, because a participant is not expected to have the same probability law than this obtained for all (that is also why the D_{KL} is not really adapted). They do not provide either a threshold that could “discard” a particular participant, but the extreme values generally confirm what can be observed in Figures A1-2 or -3, or the simple facts that:

• UNIPI-1: the UUB (1116 K) value is significantly lower than the mean value given by all participants (1209 K)

• EDO: the LUB (1212 K) value is greater than the mean value given by all participants (1209 K).

These conclusions are also consistent with the comparison of the LUB, UUB band width of Section 6.5.
Table A1-1: First PCT uncertainty comparison of participants

<table>
<thead>
<tr>
<th></th>
<th>LUB</th>
<th>RC</th>
<th>UUB</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>AEKI</td>
<td>1139</td>
<td>1216</td>
<td>1295</td>
<td>1217</td>
<td>39</td>
<td>0.1</td>
<td>0.1</td>
<td>0.9</td>
<td>0.00</td>
</tr>
<tr>
<td>CEA</td>
<td>1168</td>
<td>1252</td>
<td>1326</td>
<td>1240</td>
<td>40</td>
<td>0.4</td>
<td>0.3</td>
<td>1.4</td>
<td>0.02</td>
</tr>
<tr>
<td>EDO</td>
<td>1212</td>
<td>1306</td>
<td>1382</td>
<td>1302</td>
<td>36</td>
<td>1.1</td>
<td>0.8</td>
<td>4.9</td>
<td>0.17</td>
</tr>
<tr>
<td>GRS</td>
<td>1190</td>
<td>1293</td>
<td>1393</td>
<td>1295</td>
<td>55</td>
<td>0.9</td>
<td>0.7</td>
<td>2.1</td>
<td>0.22</td>
</tr>
<tr>
<td>IRSN</td>
<td>1142</td>
<td>1218</td>
<td>1379</td>
<td>1259</td>
<td>67</td>
<td>0.5</td>
<td>0.4</td>
<td>0.6</td>
<td>0.13</td>
</tr>
<tr>
<td>JNES</td>
<td>1075</td>
<td>1185</td>
<td>1234</td>
<td>1164</td>
<td>35</td>
<td>0.5</td>
<td>0.4</td>
<td>2.1</td>
<td>0.01</td>
</tr>
<tr>
<td>KAERI</td>
<td>1129</td>
<td>1187</td>
<td>1237</td>
<td>1186</td>
<td>27</td>
<td>0.3</td>
<td>0.2</td>
<td>2.7</td>
<td>0.00</td>
</tr>
<tr>
<td>KINS</td>
<td>1178</td>
<td>1244</td>
<td>1375</td>
<td>1248</td>
<td>45</td>
<td>0.4</td>
<td>0.3</td>
<td>1.6</td>
<td>0.04</td>
</tr>
<tr>
<td>NRI1</td>
<td>1046</td>
<td>1191</td>
<td>1299</td>
<td>1175</td>
<td>66</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.06</td>
</tr>
<tr>
<td>NRI2</td>
<td>1080</td>
<td>1189</td>
<td>1374</td>
<td>1211</td>
<td>80</td>
<td>0.0</td>
<td>0.0</td>
<td>0.3</td>
<td>0.10</td>
</tr>
<tr>
<td>PSI</td>
<td>1131</td>
<td>1178</td>
<td>1237</td>
<td>1181</td>
<td>26</td>
<td>0.3</td>
<td>0.3</td>
<td>2.4</td>
<td>0.00</td>
</tr>
<tr>
<td>UNIP11′</td>
<td>991</td>
<td>1054</td>
<td>1116</td>
<td>1054</td>
<td>31</td>
<td>1.9</td>
<td>1.4</td>
<td>13.4</td>
<td>0.61</td>
</tr>
<tr>
<td>UNIP12′</td>
<td>1156</td>
<td>1204</td>
<td>1252</td>
<td>1204</td>
<td>24</td>
<td>0.1</td>
<td>0.0</td>
<td>2.2</td>
<td>0.00</td>
</tr>
<tr>
<td>UPC</td>
<td>1069</td>
<td>1187</td>
<td>1324</td>
<td>1189</td>
<td>65</td>
<td>0.2</td>
<td>0.1</td>
<td>0.1</td>
<td>0.03</td>
</tr>
<tr>
<td>All</td>
<td>1209</td>
<td>77</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.10</td>
<td></td>
</tr>
</tbody>
</table>

First PCT

Figure A1-2: Comparison of participants PDFs for first PCT
A1-2  Second PCT

The same work is done for the second PCT. The results are presented in Table A1-2 and Figures A1-4, -5 and -6.

Figure A1-4: Histogram and evaluated PDFs of all participants for second PCT
Summary of the distribution of all participants ($Y_{\text{all}}$):

- Mean value: $\bar{Y}_{\text{all}} = 1218$ K
- Standard deviation: $\sigma_{Y_{\text{all}}} = 90$ K
- 5% fractile: $Y_{\text{all}5\%} = 1059$ K
- 95% fractile: $Y_{\text{all}95\%} = 1357$ K

Table A1-2: Second PCT uncertainty comparison of participants

<table>
<thead>
<tr>
<th></th>
<th>LUB</th>
<th>RC</th>
<th>UUB</th>
<th>$\bar{Y}$</th>
<th>$\sigma_Y$</th>
<th>$d_{d1}$</th>
<th>$d_{d2}$</th>
<th>$D_{KL}$</th>
<th>$P(i)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEKI</td>
<td>1130</td>
<td>1200</td>
<td>1362</td>
<td>1246</td>
<td>58</td>
<td>0.3</td>
<td>0.2</td>
<td>0.6</td>
<td>0.03</td>
</tr>
<tr>
<td>CEA</td>
<td>1045</td>
<td>1127</td>
<td>1373</td>
<td>1170</td>
<td>80</td>
<td>0.4</td>
<td>0.3</td>
<td>0.3</td>
<td>0.09</td>
</tr>
<tr>
<td>EDO</td>
<td>1216</td>
<td>1326</td>
<td>1450</td>
<td>1324</td>
<td>51</td>
<td>1.0</td>
<td>0.8</td>
<td>5.3</td>
<td>0.25</td>
</tr>
<tr>
<td>GRS</td>
<td>1112</td>
<td>1251</td>
<td>1365</td>
<td>1237</td>
<td>64</td>
<td>0.2</td>
<td>0.1</td>
<td>0.3</td>
<td>0.03</td>
</tr>
<tr>
<td>IRSN</td>
<td>960</td>
<td>1149</td>
<td>1308</td>
<td>1140</td>
<td>104</td>
<td>0.6</td>
<td>0.4</td>
<td>0.3</td>
<td>0.26</td>
</tr>
<tr>
<td>JNES</td>
<td>998</td>
<td>1076</td>
<td>1132</td>
<td>1081</td>
<td>30</td>
<td>1.4</td>
<td>1.1</td>
<td>31.4</td>
<td>0.26</td>
</tr>
<tr>
<td>KAERI</td>
<td>1174</td>
<td>1247</td>
<td>1336</td>
<td>1264</td>
<td>42</td>
<td>0.5</td>
<td>0.4</td>
<td>2.1</td>
<td>0.01</td>
</tr>
<tr>
<td>KINS</td>
<td>1213</td>
<td>1291</td>
<td>1435</td>
<td>1305</td>
<td>51</td>
<td>0.8</td>
<td>0.6</td>
<td>4.2</td>
<td>0.15</td>
</tr>
<tr>
<td>NRI1</td>
<td>1090</td>
<td>1220</td>
<td>1298</td>
<td>1197</td>
<td>55</td>
<td>0.2</td>
<td>0.1</td>
<td>0.6</td>
<td>0.02</td>
</tr>
<tr>
<td>NRI2</td>
<td>1075</td>
<td>1219</td>
<td>1459</td>
<td>1227</td>
<td>88</td>
<td>0.1</td>
<td>0.0</td>
<td>0.3</td>
<td>0.10</td>
</tr>
<tr>
<td>PSI</td>
<td>1164</td>
<td>1208</td>
<td>1313</td>
<td>1222</td>
<td>35</td>
<td>0.0</td>
<td>0.0</td>
<td>2.5</td>
<td>0.00</td>
</tr>
<tr>
<td>UNIP1</td>
<td>979</td>
<td>1198</td>
<td>1418</td>
<td>1199</td>
<td>1.10</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.17</td>
</tr>
<tr>
<td>UNIP2</td>
<td>1093</td>
<td>1218</td>
<td>1342</td>
<td>1218</td>
<td>62</td>
<td>0.0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.02</td>
</tr>
<tr>
<td>UPC</td>
<td>1114</td>
<td>1189</td>
<td>1342</td>
<td>1220</td>
<td>58</td>
<td>0.0</td>
<td>0.0</td>
<td>0.4</td>
<td>0.02</td>
</tr>
<tr>
<td>All</td>
<td>1218</td>
<td>90</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.10</td>
<td></td>
</tr>
</tbody>
</table>

As previously, the maximal values of the different measures give only an indication of what can be observed in Figures A1-5 and -6:

- EDO uncertainty band is located in the upper zone of all participants.
- The (narrow) JNES uncertainty band is located in the lower part of all participants.
Second PCT

Figure A1-5: Comparison of participants PDFs for second PCT

Second PCT

Figure A1-6: Second PCT uncertainty (mean, standard deviation) comparison of participants
A1-3 Maximum PCT

The same work is done for the maximum PCT. The results are presented in Table A1-3 and Figures A1-7, -8 and -9.

Figure A1-7: Histogram and evaluated PDFs of all participants for maximum PCT

Summary of the distribution of all participants (Yall):
- Mean value: \( \overline{Y}_{all} = 1245 \text{ K} \)
- Standard deviation: \( \sigma_{Y_{all}} = 75 \text{ K} \)
- 5 % fractile: \( Y_{all5\%} = 1129 \text{ K} \)
- 95 % fractile: \( Y_{all95\%} = 1367 \text{ K} \)

Table A1-3: Maximum PCT uncertainty comparison by participant

<table>
<thead>
<tr>
<th></th>
<th>LUB</th>
<th>RC</th>
<th>UUB</th>
<th>( \overline{Y} )</th>
<th>( \sigma_Y )</th>
<th>( d_{d1} )</th>
<th>( d_{d2} )</th>
<th>( D_{KL} )</th>
<th>( P(i) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEKI</td>
<td>1139</td>
<td>1216</td>
<td>1362</td>
<td>1251</td>
<td>56</td>
<td>0.1</td>
<td>0.0</td>
<td>0.2</td>
<td>0.04</td>
</tr>
<tr>
<td>CEA</td>
<td>1172</td>
<td>1252</td>
<td>1379</td>
<td>1250</td>
<td>51</td>
<td>0.1</td>
<td>0.0</td>
<td>0.6</td>
<td>0.03</td>
</tr>
<tr>
<td>EDO</td>
<td>1221</td>
<td>1326</td>
<td>1450</td>
<td>1326</td>
<td>48</td>
<td>0.9</td>
<td>0.7</td>
<td>3.0</td>
<td>0.19</td>
</tr>
<tr>
<td>GRS</td>
<td>1198</td>
<td>1293</td>
<td>1402</td>
<td>1299</td>
<td>55</td>
<td>0.6</td>
<td>0.4</td>
<td>0.9</td>
<td>0.11</td>
</tr>
<tr>
<td>IRSN</td>
<td>1142</td>
<td>1218</td>
<td>1392</td>
<td>1261</td>
<td>67</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.08</td>
</tr>
<tr>
<td>JNES</td>
<td>1089</td>
<td>1185</td>
<td>1238</td>
<td>1164</td>
<td>35</td>
<td>1.0</td>
<td>0.7</td>
<td>6.0</td>
<td>0.15</td>
</tr>
<tr>
<td>KAERI</td>
<td>1174</td>
<td>1247</td>
<td>1336</td>
<td>1264</td>
<td>42</td>
<td>0.2</td>
<td>0.2</td>
<td>0.8</td>
<td>0.01</td>
</tr>
<tr>
<td>KINS</td>
<td>1213</td>
<td>1291</td>
<td>1435</td>
<td>1305</td>
<td>51</td>
<td>0.7</td>
<td>0.5</td>
<td>2.0</td>
<td>0.12</td>
</tr>
<tr>
<td>NRII</td>
<td>1090</td>
<td>1220</td>
<td>1304</td>
<td>1209</td>
<td>57</td>
<td>0.4</td>
<td>0.3</td>
<td>0.5</td>
<td>0.06</td>
</tr>
<tr>
<td>NRI2</td>
<td>1092</td>
<td>1221</td>
<td>1459</td>
<td>1230</td>
<td>87</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.16</td>
</tr>
<tr>
<td>PSI</td>
<td>1164</td>
<td>1206</td>
<td>1313</td>
<td>1222</td>
<td>35</td>
<td>0.3</td>
<td>0.2</td>
<td>1.5</td>
<td>0.00</td>
</tr>
<tr>
<td>UNIP1</td>
<td>979</td>
<td>1198</td>
<td>1418</td>
<td>1199</td>
<td>110</td>
<td>0.3</td>
<td>0.3</td>
<td>0.2</td>
<td>0.31</td>
</tr>
<tr>
<td>UNIP2</td>
<td>1093</td>
<td>1218</td>
<td>1342</td>
<td>1218</td>
<td>62</td>
<td>0.3</td>
<td>0.2</td>
<td>0.2</td>
<td>0.08</td>
</tr>
<tr>
<td>UPC</td>
<td>1119</td>
<td>1189</td>
<td>1342</td>
<td>1227</td>
<td>57</td>
<td>0.2</td>
<td>0.1</td>
<td>0.2</td>
<td>0.05</td>
</tr>
<tr>
<td>All</td>
<td>1245</td>
<td>75</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.10</td>
<td></td>
</tr>
</tbody>
</table>
As expected, the differences between participants are less pronounced for the maximum PCT than for the 1st or 2nd PCTs. The extreme values of the measures once again confirm what can be observed:

- EDO uncertainty band is located in the upper zone of all participants
- The (narrow) JNES uncertainty band is located in the lower part of all participants. However, this trend is less pronounced than for the 2nd PCT.

Figure A1-8: Comparison of participants PDFs for maximum PCT
Results of the uncertainty analysis of all participants of phase V of the BEMUSE programme are compared. Each participant provided the uncertainty results in terms of lower bound (LUB) and upper bound (UUB). The uncertainty bounds are extreme values by an estimation of the probability density function (pdf) or cumulative density function (cdf) describing these uncertainties. These distributions of calculated results are included in the comparison of this appendix. For technical reasons, only the single-valued output parameters are used. Among these output parameters, only the values of peak cladding temperature are treated, i.e. 1st PCT, 2nd PCT and the maximum PCT occurring in time and space. This information gives more insight into the results of different participants in a synthetic way.
APPENDIX 2: DESCRIPTION OF EVALUATION AND SYNTHESIS OF MULTIPLE SOURCES OF INFORMATION AND FURTHER APPLICATION TO AN ANALYSIS OF BEMUSE PHASE III AND PHASE V COMPUTER CODE RESULTS

J. Baccou, E. Chojnacki, S. Destercke (IRSN, France)

Introduction

In order to come up with a comparison of uncertainty analyses performed in the frame of the BEMUSE Programme a new approach for comparing these results is presented here. When multiple sources provide information about the same set of variables, and when this information is tainted with uncertainty, it can be difficult to analyze and compare the different results obtained by each source. To complement the study achieved in two phases of BEMUSE, IRSN proposes, for BEMUSE phases III and V, to use formal methods coming from probability [A1] and possibility theory [A2] in order to analyze and compare the results of the uncertainty studies performed on the Zion reactor.

Such methods usually consist in three steps:

- modelling the information provided by the sources
- evaluating the quality of the information from two criteria: informativeness and calibration
- synthesizing the information provided by the sources

It should be kept in mind that this study is preliminary and that its main purposes are to show that such methods can be useful in the analysis of the information and to make some first conclusions about the benchmark. A full study would require a longer and deeper work, but interesting conclusions were already drawn from this preliminary study. All results provided have been computed by the means of SUNSET software

A2-1 Evaluation and synthesis methods

We now summarize how the tree steps (modelling, evaluation, synthesis) are done with the probabilistic and possibilistic approaches. Full details and ampler discussions can be found in related papers [A1], [A2], [A3].

In the following, we will consider that $N$ sources $s_1,...,s_N$ provide information about $V$ different variables $X_1,...,X_V$
**A2-1.1 Information representation**

**A2-1.1.1 Probabilistic approach**

For each variable of interest, information provided by sources (experts, computer codes, captors) is modeled by a finite set of $B+1$ percentiles with the $k\%$ percentile denoted $q_{k\%}$. If the same $B+1$ percentiles are provided for each variable $X_1,...,X_V$, then the information on each variable can be modeled by an histogram or probability density $p = (p_1, \ldots, p_B)$ made of $B$ interpercentiles. In the following, we will denote $q_l = q_{0\%}$ and $q_u = q_{100\%}$ the entire range of variation of one variable.

The figure below represents the cumulative distribution function (CDF) corresponding to the first peak cladding temperature of a reactor for which available information is $q_{0\%} = 500$ K, $q_{5\%} = 600$ K, $q_{50\%} = 800$ K, $q_{95\%} = 900$ K, $q_{100\%} = 1000$ K. The corresponding probability density $p = (0.05, 0.45, 0.45, 0.05)$ is pictured in dashed lines.

**A2-1.1.2 Possibilistic approach**

A possibility distribution is formally a mapping $\pi : \mathbb{R} \rightarrow [0, 1]$ from the reals to the unit interval. From this distribution, we can define two (conjugate) measures describing the likelihood of events:

- the possibility measure: $\Pi(A) = \sup_{x \in A} \pi(x)$
- the necessity measure: $N(A) = 1 - \Pi(A^c)$

with $A^c$ the complement of $A$. To every value $\alpha \in [0, 1]$ we can associate an $\alpha$-cut $A_\alpha$ which is the set $A_\alpha = \{x | \pi(x) \geq \alpha\}$. When interpreted as a family of probability distributions [A4], a possibility distribution can be seen as a collection of nested intervals with lower confidence levels, that is $P(A_\alpha) \geq N(A_\alpha)$ ($N(A_\alpha) = 1 - \alpha$), with $P$ an imprecisely known probability.

A possibility degree of an event expresses the extent to which this event is plausible, i.e. consistent with our knowledge. Necessity degrees express the certainty of events.

A possibilistic distribution can also be interpreted as the simplest model describing a family of probability distributions [A4], and thus is a model of partial probabilistic information. Possibility distributions are candidates to model incomplete probabilistic information given in terms of confidence intervals, but can also be used when information concerns other characteristics, e.g. mean, percentiles, mode of the unknown probability distribution [A5].
The figure below represents a possibility distribution corresponding to the first peak cladding temperature of a reactor where information consists of four intervals [500 K, 1000 K], [600 K, 950 K], [650 K, 900 K], [750 K, 850 K] which have respective confidence levels of 10%, 50%, 90% and 100%.
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### A2-1.2 Information evaluation

The information provided by the sources is evaluated by two different criteria, measuring different qualities:

**Informativeness**: measure the precision of the information. The more precise is a source, the more useful it is.

**Calibration**: measure the coherence between information provided by the source and the experimentally observed value (which can be observed after having received the source information).

The probabilistic approach is performed globally, i.e. one calibration score taking into account all output variables referred as “seed variables” PCT1, PCT2, injection and quench time. In the possibilistic approach the scores are calculated individually, i.e. one calibration score for each of the four output variables which are then averaged to derive the value provided in Table A2-1, for example.

#### A2-1.2.1 Probabilistic approach

**Informativeness**: let \( p = (p_1, \ldots, p_B) \) be the probability density modeling the source information for a variable \( X \), and \( u = (u_1, \ldots, u_B) \) be the uniform density for the same variable on the same range of variation (\( u = (0.20, 0.40, 0.20, 0.20) \) for the example given above). The informativeness \( I(p,u) \) for this source on variable \( X \) is simply the relative entropy

\[
I(p,u) = \sum_{i=1}^{B} p_i \log \left( \frac{p_i}{u_i} \right)
\]

and if the source gives information on \( V \) variables, the global informativeness is simply the mean of informativeness scores over all these variables.

**Calibration**: given a set of \( V \) variables \( X_1, \ldots, X_V \) for which the source have given information and for which we have experimental values, calibration scores assume that, for a perfectly calibrated source, \( p_j \)% of the true values will fall in interpercentile 1, \( p_j \)% in interpercentile 2, ... Now, if in reality \( r_j \) values fall in interpercentile 1, \( r_j \) in interpercentile 2, we can build an empirical distribution \( p = (p_1, \ldots, p_B) \), and compute the divergence of \( p \) from \( r \). (i.e., the surprise of learning \( r \) when \( p \) is thought to be the right answer)
\[ I(r, p) = \sum_{i=1}^{n} r_i \log \left( \frac{r_i}{p_i} \right) \]

which is minimal \((=0)\) if and only if \(r=p\). As it is known that \(2N \cdot I(r, p)\) tends to a chi-square distribution with \(B-1\) degree of freedom (\(N\) being the number of observed values), the final value of the calibration for a given source \(s\) is

\[ \text{Cal}_p(s) = 1 - \chi^2_{2N} \left( 2N \cdot I(r, p) \right) \]

The construction of distributions \(r\) is illustrated below, where the common interpercentile distribution is \(p = (0.05, 0.45, 0.45, 0.05)\) since each source provides the \(q_{0.05}\), \(q_{0.45}\), \(q_{0.45}\), and \(q_{0.05}\) percentiles. The empirical distribution for the source 1 is \(r_1 = (0, 0.5, 0.5, 0)\), because the realization of the variable 1 falls in the 2\(^{nd}\) interpercentile and the realization of the variable 2 falls in the 3\(^{rd}\) interpercentile. In the same way, the empirical distribution for the source 2 is \(r_2 = (0.5, 0, 0.5, 0)\), because the realization of the variable 1 falls in the 1\(^{st}\) interpercentile and the realization of the variable 2 falls in the 3\(^{rd}\) interpercentile.

![Seed Var. 1 and 2](image)

The final score is then obtained as the product of both calibration and informativeness (the product which is used as a good source has to be informative and well calibrated).

**A2-1.2.2 Possibilistic approach**

**Informativeness**: let \(\pi_s\) be the distribution modeling source \(s\) information for one variable and \(\pi_{iqn}\) the distribution corresponding to interval \([q_l, q_u]\) \((\pi_{iqn}(x) = 1\) if \(x \in [q_l, q_u]\), zero otherwise). Then, the informativeness of source \(s\) is simply

\[ I(\pi_s) = \frac{|\pi_{iqn} - \pi_s|}{|\pi_{iqn}|} \]

with \(|\pi_s|\) the cardinality of \(\pi_s\) which reads \(|\pi_s| = \int_{q_l}^{q_u} \pi(x)dx\). This is simply the area under the distribution. If a source provides information for multiple variables, the final informativeness is simply the average of all informativeness over all variables.
**Calibration:** assume the (true) value $x^*$ of a variable is observed experimentally. Then, the calibration of source $s$ is simply the value $\pi_s(x^*)$, that is how much the value $x^*$ is judged plausible by the information given by the source. If information is given for multiple variables, the final calibration score is again the average of all calibration scores. Note that, in the case of possibilistic approach, calibration is computed individually for each variable (whereas it was done globally in the probabilistic approach).

### A2-1.3 Information synthesis

Synthesizing the information allows to build a summary of all information provided by the sources, and also to make further analysis. Among other things, it allows to quantify the potential conflict between information given by different sources.

It is common to distinguish three main kinds of synthesis behaviors:

- **conjunctive:** equivalent to take the intersection, conjunctive synthesis assumes the reliability of all sources, and allows to quantify the conflict among sources. It produces precise but potentially unreliable results in case of strong conflict,
- **disjunctive:** equivalent to take the union, disjunctive synthesis makes the conservative assumption that at least one source is reliable. It produces in general imprecise but reliable results,
- **arithmetic (weighted) mean:** assumes independence between sources, and produces a result between disjunction and conjunction.

#### A2-1.3.1 Probabilistic approach

It is now commonly accepted among researchers [A1] of the field that the arithmetic weighted is the best approach to synthesis probability distributions. Also, there is no real counterpart to set intersections and unions in the probability field, therefore conjunction and disjunction are difficult to formally define. If $N$ sources give their opinion in the form of distributions $p_1, \ldots, p_N$, and if to each distribution is associated a weight $w_i$ (e.g., computed via previous methods) such that their sum is one, the arithmetic weighted mean reads

$$p_{\text{mean}} = \sum_{i=1}^{N} w_i p_i$$

and the result is illustrated by the figure below.
A2-1.3.2 Possibilistic approach

For the possibilistic approach, the three kinds of operators \([A4]\) are well defined. If \(\pi_1, \ldots, \pi_N\) are the distributions provided by the \(N\) sources, then they read:

- **conjunction:** \(\pi_c(x) = \min_{i=1,\ldots,N} (\pi_i(x))\)
- **disjunction:** \(\pi_d(x) = \max_{i=1,\ldots,N} (\pi_i(x))\)
- **arithmetic mean:** \(\pi_{\text{mean}}(x) = \sum_{i=1}^{N} (\pi_i(x))\)

These three behaviors are summarized in the figure below when two sources provide information.

Note, that in the case of conjunction of multiple sources, the height \(h\) between the result and the value 1 quantify the conflict among a subgroup of sources.

A2-2 Application to the analysis of BEMUSE phase III results

The organisation IRSN evaluated the results of phase III using the new method of evaluation and synthesis of multiple sources of information. The results of that evaluation are presented in the following sections.

A2-2.1 Considered variables

In a first step, IRSN has limited its study of BEMUSE phase III results to the four scalar parameters evaluated in the 3 first phases, that is: the first peak cladding temperature (1PCT), the second peak cladding temperature (2PCT), the injection time (\(t_{\text{inj}}\)) and the complete quench time (\(t_{\text{q}}\)). The information kept for each of these variables was the lower and upper confidence bounds provided by each participants, as well as the reference value (taking account of all calculations does not change the main conclusions of the analysis, and only add unnecessary complexity). Actually, taking account of time dependent variables would be desirable in a deeper study, but limiting oneself to scalar variables is satisfactory in a first study. In Table A2-1 the values provided by each participant are summarized, as well as the experimental values obtained.
Table A2-1: Calculated uncertainty ranges by different participants compared with measured values for the single-valued results

<table>
<thead>
<tr>
<th></th>
<th>1PCT (K)</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low</td>
<td>Ref</td>
<td>Up</td>
<td>Low</td>
<td>Ref</td>
<td>Up</td>
</tr>
<tr>
<td>CEA</td>
<td>919</td>
<td>1107</td>
<td>1255</td>
<td>674</td>
<td>993</td>
<td>1176</td>
</tr>
<tr>
<td>GRS</td>
<td>969</td>
<td>1058</td>
<td>1107</td>
<td>955</td>
<td>1143</td>
<td>1171</td>
</tr>
<tr>
<td>IRSN</td>
<td>872</td>
<td>1069</td>
<td>1233</td>
<td>805</td>
<td>1014</td>
<td>1152</td>
</tr>
<tr>
<td>KAERI</td>
<td>759</td>
<td>1040</td>
<td>1217</td>
<td>598</td>
<td>1024</td>
<td>1197</td>
</tr>
<tr>
<td>KINS</td>
<td>626</td>
<td>1063</td>
<td>1097</td>
<td>608</td>
<td>1068</td>
<td>1108</td>
</tr>
<tr>
<td>NRI1</td>
<td>913</td>
<td>1058</td>
<td>1208</td>
<td>845</td>
<td>1012</td>
<td>1167</td>
</tr>
<tr>
<td>NRI2</td>
<td>903</td>
<td>1041</td>
<td>1165</td>
<td>628</td>
<td>970</td>
<td>1177</td>
</tr>
<tr>
<td>PSI</td>
<td>961</td>
<td>1026</td>
<td>1100</td>
<td>887</td>
<td>972</td>
<td>1014</td>
</tr>
<tr>
<td>UNIPI</td>
<td>992</td>
<td>1099</td>
<td>1197</td>
<td>708</td>
<td>944</td>
<td>1118</td>
</tr>
<tr>
<td>UPC</td>
<td>1103</td>
<td>1177</td>
<td>1249</td>
<td>989</td>
<td>1157</td>
<td>1222</td>
</tr>
<tr>
<td>Exp. Val.</td>
<td>1062</td>
<td>1077</td>
<td>16.8</td>
<td>64.9</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

A2-2.1.1 Modeling of the information

In a probabilistic approach information is provided by a finite set of percentiles or a probability density for each variable of interest.

A possibility degree of an event expresses the extent to which this event is plausible, i.e. consistent with our knowledge. A possibilistic distribution can also be interpreted as the simplest model describing a family of probability distributions [A4], and thus is a model of partial probabilistic information. Possibility distributions are candidates to model incomplete probabilistic information given in terms of confidence intervals, but can also be used when information concerns other characteristics, e.g. mean, percentiles, mode of the unknown probability distribution [A5].

The first step was to model the information provided by each participant (source). First, for each variable, the entire variation domain \([q_l, q_u]\) was chosen to be 102% of the entire variation between the minimal and maximal values given by all participants (e.g., for 1PCT, min = 626 (KINS), max = 1255 (CEA) and \([q_l, q_u] = [620,1261]\)).

Probabilistic modelling: For each participant and variable, we take their lower and upper limit as respectively the percentiles 1% and 99%. The percentiles \(q_{0\%}\) and \(q_{100\%}\) correspond to \(q_l\) and \(q_u\) defined in the former paragraph. For example, for NRI1 and the 2PCT, we have \(q_{0\%} = 592\), \(q_{1\%} = 845\), \(q_{50\%} = 1012\), \(q_{99\%} = 1167\), \(q_{100\%} = 1228\).
**Possibilistic modelling:** concerning the possibilistic model of the information, the reference value can be interpreted as the most plausible, thus receiving a possibility degree of 1. According to our previous remark, the interval $[\text{Low}, \text{Up}]$ is similar to an interval with a lower confidence of 98% (and the two values receive a possibilistic degree of 0.02).

The next Figure A2-1 shows the model corresponding to the information given by NRI1 for the 2PCT for both modellings, possibilistic and probabilistic. The figure shows the triangular possibility distribution at the top. At the bottom is the CDF of the histogram density distribution ($q_{0\%} = 592$, $q_{1\%} = 845$, $q_{50\%} = 1012$, $q_{99\%} = 1167$, $q_{100\%} = 1228$) in the probabilistic framework.

![Possibility and probability distributions](image.png)

**Figure A2-1:** Possibility (top) and probability distributions (bottom) of NRI1 for the 2\textsuperscript{nd} PCT
A2-2.1.2 Evaluation

As we have available, for each variable, an experimental value, it is possible to evaluate the quality of the information delivered by each source. Table A2-2 summarizes the results obtained for the four considered single-valued variables. Indicated are the ranks for each participant and each criterion, as well as the exactly computed values in parenthesis. The evaluation was performed according to the method described in the Appendix. Table A2-2 summarizes the obtained informativeness, calibration and global scores for informativeness and calibration. Informativeness measures the precision of the information, i.e. a narrow uncertainty range gives high precision. Calibration expresses how well the calculated results of a participant agree with experimental values. Global scores for informativeness and calibration take into account both criteria; the values in brackets for informativeness and calibration are multiplied. The global score is a compromise between narrow uncertainty range (informativeness) and agreement with experimental values (calibration).

Table A2-2: Informativeness, calibration and global scores for probabilistic and possibilistic approach, lowest numbers (highest values in brackets) express the highest score

<table>
<thead>
<tr>
<th></th>
<th>Prob. approach</th>
<th></th>
<th>Poss. approach</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CEA</td>
<td>8 (0.77)</td>
<td>5 (0.16)</td>
<td>6 (0.12)</td>
<td>8 (0.71)</td>
</tr>
<tr>
<td>GRS</td>
<td>4 (1.23)</td>
<td>1 (0.98)</td>
<td>1 (1.21)</td>
<td>3 (0.84)</td>
</tr>
<tr>
<td>IRSN</td>
<td>5 (0.98)</td>
<td>2 (0.75)</td>
<td>2 (0.73)</td>
<td>6 (0.73)</td>
</tr>
<tr>
<td>KAERI</td>
<td>9 (0.68)</td>
<td>5 (0.16)</td>
<td>7 (0.11)</td>
<td>9 (0.70)</td>
</tr>
<tr>
<td>KINS</td>
<td>3 (1.29)</td>
<td>5 (0.16)</td>
<td>5 (0.21)</td>
<td>7 (0.72)</td>
</tr>
<tr>
<td>NRI1</td>
<td>7 (0.79)</td>
<td>2 (0.75)</td>
<td>3 (0.59)</td>
<td>5 (0.75)</td>
</tr>
<tr>
<td>NRI2</td>
<td>6 (0.79)</td>
<td>8 (0.13)</td>
<td>8 (0.10)</td>
<td>4 (0.78)</td>
</tr>
<tr>
<td>PSI</td>
<td>1 (1.6)</td>
<td>10 (0.004)</td>
<td>10 (0.008)</td>
<td>1 (0.88)</td>
</tr>
<tr>
<td>UNIPI</td>
<td>10 (0.53)</td>
<td>2 (0.75)</td>
<td>4 (0.4)</td>
<td>10 (0.69)</td>
</tr>
<tr>
<td>UPC</td>
<td>2 (1.44)</td>
<td>9 (0.02)</td>
<td>9 (0.025)</td>
<td>2 (0.87)</td>
</tr>
</tbody>
</table>

Table A2-3 summarizes the ranking of participants based on that evaluation for the four considered variables within both probabilistic and possibilistic frameworks.
Table A2-3: Ranking of participants of the LOFT comparison

<table>
<thead>
<tr>
<th>Rank</th>
<th>Probabilistic approach</th>
<th>Possibilistic approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GRS</td>
<td>IRSN</td>
</tr>
<tr>
<td>2</td>
<td>IRSN</td>
<td>NRI2</td>
</tr>
<tr>
<td>3</td>
<td>NRI1</td>
<td>KINS</td>
</tr>
<tr>
<td>4</td>
<td>UNIPI</td>
<td>NRI1</td>
</tr>
</tbody>
</table>

These results are to be taken with caution, for reasons that should be kept in mind:

- Limited number of variable: Instability in the results and poor discriminative power (e.g., similar calibration scores for the probabilistic approach) are due to the relatively poor quantity of variables considered.

- Primary study: This is a primary study and an illustration of how new tools coming from uncertainty theories can help in the analysis of information.

- Results as an analysis tool: Although the primary aim of these tools is to assess sources reliability, they are here used as analysis tools, and should not be perceived as absolute judgment. Using them as formal validation tool would effectively require a more careful thinking about what has to be validated.

But, even if those results can be criticized, we can still draw some useful conclusions from them:

- User effect on results: From above table, it can be seen that users of the same code (KINS, NRI1, UPC, UNIPI for RELAP5, CEA and IRSN for CATHARE, GRS and NRI2 for ATHLET) can have very different scores. This indicates that the user expertise, as well as how uncertainties are modelled, play important roles in the quality of the final result.

- Uncertainty underestimation: Both PSI and UPC have received very good informativeness scores with bad calibration scores. This indicates that they probably both tend to underestimate the uncertainties in the input parameters. The experimental values are close to the upper bound or even outside the calculated range.

- The experimental value is always within the GRS uncertainty band, once out of the KINS band and twice out of the PSI and UPC bands.

- Uncertainty overestimation: In both approaches, UNIPI has the worst informativeness score, while having a good calibration score. This indicates that, compared to other participants, its method has a tendency to overestimate final uncertainties, while guaranteeing a good accuracy.

As said before, these results can also be helpful to validate computer codes (e.g., by fixing minimal required values for accuracy and informativeness).

A2-2.1.3 Synthesis

Figure A2-2 below show the result of aggregating the probability distributions modelling the information of the different participants for the second peak cladding temperature (2PCT), first by codes, then by using the weights computed in the evaluation step directly in the arithmetic mean to select subgroup of sources.
Figure A2-2: Application of probabilistic aggregation for the 2nd PCT

The left figure shows and allows detecting that results grouped by used code have either a tendency to provide an underestimation (RELAP5, CATHARE) or an overestimation of the true value (ATHLET). Whether this tendency is systematic and due to the specific used code would be matter of further investigation.

The right figure indicates that taking into account weights and subgroup of sources (here, the first four sources given by the probabilistic method and the four sources common to the first five sources given by each method) is helpful to improve the final result. We see that considering only the sources considered as the best by both approaches and their associated weights provides a narrower (better informativeness) distribution that is more centred around the experimental value (better calibration).

Figures A2-3 and 4 summarize the results obtained by applying the classical arithmetic weighted mean, disjunction and conjunction (again first by selecting sources using a specific code and then by selecting subgroups of best sources).
Figure A2-3: Application of possibilistic aggregation for the 2nd PCT: Disjunction (left) and weighted mean (right)

We see here that the disjunction is very imprecise, but also very reliable (experimental value is in the interval with lower confidence 20% only). We can also see that most sources tend to underestimate the true, i.e. experimental value (as most peaks are lower than this value). Again, verifying that this bias is systematic requires further investigation.

The arithmetic weighted mean do not bring much information, and has, as in the probabilistic case, a “smoothing” effect. Nevertheless we can see that the resulting distribution has a relatively good calibration and informativeness, i.e. is a good compromise.

The conjunctive behaviour is the most interesting, since it tells us that the conflict between results obtained by CATHARE users is lower (higher values of $\pi(x)$) than the one obtained for ATHLET users. This could come from the fact that ATHLET users have more uncertain input parameters than CATHARE users.
and 64 versus 42 and 52). The higher conflict for RELAP5 users can be explained by the fact that more participants were using this particular code.

The distribution resulting from the conjunction of ATHLET users is very precise and exhibits a peak very close to the experimental value. Since the experimental value of the 2nd peak cladding temperature is known, this distribution is preferred against the others in Figure A2-4. Otherwise, one would have given low credit to that distribution due to its relatively low reliability which comes from the larger reference value by GRS and the lower one by NRI2 compared with the experimental value.

We also see that, by selecting only subgroups of sources that had good ranking in the evaluation procedure, we obtain a result that is highly coherent (i.e., with a low conflict), and can therefore be judged as reliable. The fact that the best sources are coherent between them also increases our confidence in the obtained result.

Conjunction also indicates that there is a strong conflict if we take all sources into account. This information is potentially useful, as we have now identified a conflict, which causes can be investigated.

**A2-2.1.4 Conclusions on the evaluation of phase III results**

This first study has shown how new techniques coming from uncertainty theories can help in the analysis and the evaluation of information coming from multiple sources (computer codes, experts, data bases, etc.). These techniques allows, among other things, to provide more information than classical metrics like distances, and in this sense complements their conclusions. They offer formal frameworks that permit to reach new conclusions (quantification of informativeness/calibration, conflicts identification) or to formally confirm informal knowledge.

In practice, a careful study using such techniques, in collaboration with experts, can help to identify some problems and to search more efficiently for their causes. That may help organisations to improve their tools. Moreover, the approaches used can serve as generic tools to address old problems with new views, such as the challenge of formal code validation.

**A2-3 Application to the analysis of BEMUSE phase V results**

This section is devoted to the application of the previous tools in order to analyse the information provided by each participant during BEMUSE phase V.

**A2-3.1 Considered variables**

We have limited this study to the five scalar parameters: First Peak Cladding Temperature (PCT1), Second Peak Cladding Temperature (PCT2), Accumulator Injection Time (TInj), Complete Core Quench Time (Tq) and Maximum Cladding Temperature (MaxCladT).

Taking account of time dependent variables would be desirable in a deeper study, but limiting oneself to scalar variables is satisfactory in a first study.

The information kept for each of these variables was the lower and upper confidence bounds provided by each participant, as well as the reference value (see Tables 13-17 of the BEMUSE phase V report [A6]). Since KAERI did not obtain complete core quenching in the upper bound case, this institute is not considered in the analysis of the results related to Tq.

**A2-3.2 Modelling**

The first step was to model the information provided by each source. First, for each variable, the entire
variation domain \([q_l, q_u]\) was chosen to be 102\% of the entire variation between the minimal and maximal values given by all participants (e.g., for PCT1, \(\text{min} = 792\ K\) (UNIPI2), \(\text{max} = 1393\ K\) (GRS) and \([q_l, q_u]\) = \([786\ K, 1399\ K]\)).

**probabilistic modeling:** Except for UNIPI1 and UNIPI2, all the participants obtained the lower and upper bound values so that they were respectively lower and larger than the 5\% and 95\% percentiles with 95\% confidence level (according to order statistics, often quoted as Wilk’s formula). These lower and upper bounds can be considered as conservative evaluations of the 5\% and 95\% percentiles of the unknown probability distributions. Therefore, it seems natural to take them as best estimates of, respectively, the 1\% and 99\% percentiles. With the notations of Tables 13-17 of BEMUSE Phase V report [A6], we take for each participant and variable \((q_{0\%}, q_{1\%}, q_{50\%}, q_{99\%}, q_{100\%}) = (q_l, \text{LUB}, \text{RC}, \text{UUB}, q_u)\) as a probabilistic model. For example, for NRI1 and PCT1, we have \(q_{0\%} = 786\ K, q_{1\%} = 1046\ K, q_{50\%} = 1191\ K, q_{99\%} = 1299\ K, q_{100\%} = 1399\ K\).

**possibilistic modeling:** concerning the possibilistic model of the information, the reference calculation can be interpreted as the most plausible, thus receiving a possibility degree of 1. According to our previous remark, the interval \([\text{LUB}, \text{UUB}]\) is similar to an interval with a lower confidence of 98\% (and the two values receive a possibilistic degree of 0.02).

**A2-3.3 Source evaluation**

Source evaluation (informativeness and calibration) allows us to evaluate the quality of the information delivered by each source. It is possible provided we possess, for each variable, an experimental value, which is not the case in BEMUSE phase V. However, this evaluation has been performed for PCT1, PCT2, TIng and Tq in a previous study in the frame of BEMUSE phase III (LOFT L-2-5 experiment). It has led to a ranking of participants according to each criterion (calibration and informativeness) and to their global score. It seems to be relevant to integrate these results in the analysis of the Zion results in order to check if the information provided by the “high ranked” participants of the LOFT benchmark (identified as reliable sources) is still in agreement for this new benchmark. The table below was already presented in the evaluation of phase III, and is repeated here to summarize the ranking obtained for the four considered variables within both probabilistic and possibilistic frameworks.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Probabilistic approach</th>
<th>Possibilistic approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>GRS</td>
<td>IRSN</td>
</tr>
<tr>
<td>2</td>
<td>IRSN</td>
<td>NRII2</td>
</tr>
<tr>
<td>3</td>
<td>NRII</td>
<td>KINS</td>
</tr>
<tr>
<td>4</td>
<td>UNIPII</td>
<td>NRII</td>
</tr>
</tbody>
</table>

These results, obtained in a previous study, are to be taken with caution, for reasons that should be kept in mind:

- limited number of variables: as the previous evaluation for the small-scale facility has been done for only a few variables (4), there was some instability in the results.
- primary study: this is a primary study and an illustration of how new tools coming from uncertainty theories can help in the analysis of information and in particular, in the present study, how previous evaluations can help in those cases where the true value is unknown.
- results as an analysis tool: although the primary aim of these tools are to assess sources reliability, they are here used as analysis tools, and should not be perceived as absolute judgment. Using them
as formal validation tool would effectively require a more careful thinking about what has to be validated.

- Only 10 participants have been involved in the LOFT benchmark. Therefore, the source evaluation does not integrate any information delivered by EDO, UNIP12, JNES and AEKI. This is why we cannot directly use here weights computed within the LOFT benchmark in some weighted aggregation procedures.

A2-3.4 Information synthesis

We first propose a synthesis of the whole information given by participants with a special attention devoted to subgroups of participants that are in agreement in their results. Then, we study the influence of the used code and of the uncertainty methods on the derivation of uncertainty margins.

A2-3.4.1 Synthesis of the information given by all participants

We provide in the sequel the information summary that can be extracted for each variable within probabilistic and possibilistic frameworks.
Figure A2-5: Mean aggregation within the probabilistic framework

Probabilistic aggregation:

Figure A2-5 displays the results of aggregating the probability distributions of the various participants. Each arithmetic mean is used with equal weights. We have also plotted the probability distributions coming from the aggregation associated to the four “high ranked” participants (Table A2-3).
Table A2-4 summarizes the information related to the uncertainty margins. The lower (resp. upper) uncertainty bound is the 5% (resp. 95%) - percentile of each previous probability distribution. The reference (Best-estimate) calculation is identified to the 50%-percentile.

Table A2-4: Uncertainty margins coming from the aggregated information
(for all participants)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>5%-percentile</th>
<th>BE</th>
<th>95%-percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCT1 (K)</td>
<td>1002.8</td>
<td>1210.8</td>
<td>1354.9</td>
</tr>
<tr>
<td>PCT2 (K)</td>
<td>1019.7</td>
<td>1221.2</td>
<td>1400.1</td>
</tr>
<tr>
<td>T_{\text{inj}} (s)</td>
<td>11.2</td>
<td>14.8</td>
<td>23.2</td>
</tr>
<tr>
<td>T_{q} (s)</td>
<td>133.8</td>
<td>243.6</td>
<td>484.7</td>
</tr>
<tr>
<td>MaxCladT (K)</td>
<td>1072.5</td>
<td>1238.7</td>
<td>1396.1</td>
</tr>
</tbody>
</table>

Note that the probability distributions provided by the four “high ranked” participant aggregation is close to the distribution aggregated from all participants. In the case of T_{\text{inj}}, it provides narrower uncertainty margins. This illustrates that, in some cases, using the ranking of the LOFT benchmark can be useful to increase the precision of the information. However, a potential conflict between participants is hardly visible. Moreover, the arithmetic mean tends to average the resulting distribution, which could explain that the two distributions remain close although different. For a deeper analysis of this benchmark, the possibilistic aggregation is considered in the sequel.

**Possibilistic aggregation:**

a) Mean aggregation:

Figure A2-6 shows the result of applying the usual compromise operator (i.e. equal weighted arithmetic mean) of all participants. Except for T_{\text{inj}}, the arithmetic mean averages the contribution of all participants leading to a smooth distribution. As for the accumulator injection time, the aggregated distribution exhibits several peaks that are due to the narrow uncertainty margin given by each participant and a dispersion of the reference calculation (Std Dev(RC) = 3.1) which is close to the average uncertainty band width (Mean(UUB-LUB)=4.1) and even bigger (Mean(UUB-LUB)=1.1) if we don’t consider UNIPI1 and UNIPI2 that have given very large uncertainty bands compared to the other participants. The participants are expected to be highly conflicted in that case, which will be confirmed by the conjunctive aggregation in Section c).
Following this previous remark and for sake of comparison with the probabilistic aggregation, Table A2-5 provides, for PCT1, PCT2, Tq and MaxCaldT, the “Best Estimate” (resp. “the set of Best Estimates”) corresponding to the value (resp. the interval) associated to the highest possibility degree of each distribution. We have also added in the last column the average conflict which allows us to measure if participants’ results are similar in mean.
Table A2-5: “Best Estimate(s)” coming from the possibilistic mean aggregation

<table>
<thead>
<tr>
<th></th>
<th>Possibilistic app.</th>
<th>Probabilistic app.</th>
<th>Average conflict</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCT1 (K)</td>
<td>[1187;1218]</td>
<td>1210.8</td>
<td>0.4</td>
</tr>
<tr>
<td>PCT2 (K)</td>
<td>1220</td>
<td>1221.2</td>
<td>0.34</td>
</tr>
<tr>
<td>Tq (s)</td>
<td>205</td>
<td>243.6</td>
<td>0.55</td>
</tr>
<tr>
<td>MaxCladT (K)</td>
<td>[1213;1252]</td>
<td>1238.7</td>
<td>0.45</td>
</tr>
</tbody>
</table>

It turns out that, for each output of interest with a low average conflict (i.e. < 0.5), the result coming from the possibilistic approach encompasses (is close to) the “Best Estimate(s)” associated to the probabilistic approach.

b) Disjunctive aggregation

Figure A2-7 displays the distributions after applying the disjunctive operator to all participants. As expected, the result is quite imprecise since it is performed by combining the uncertainty margins of all participants. However, Figure A2-7 exhibits very interesting information for the analysis:

- UNIPI1 calculated the lowest PCT1 reference value compared with other participants. Moreover, the majority of reference calculations are closer to the upper bound of the support of the distribution than to the lower bound. This is due to the lower bound of the uncertainty margin given by UNIPI2 that is rather small compared to the lower bound of participants using a probabilistic approach. On the contrary, the upper bound of the distribution support is fixed by the upper bound of the GRS uncertainty margin which corresponds to a “reasonable” upper bound for probabilistic users. For the same reason, a “dissymmetry” in the distribution appears in the cases of PCT2 and MaxCladT. Therefore, splitting the analysis with respect to the uncertainty methodology (CIAU/Probabilistic) appears to be necessary for a better understanding of this benchmark. It can help in increasing the informativeness of the aggregated distribution (compare for PCT1, [1054K; 1306K] for the highest possibility degree with UNIPI1 and [1178K; 1306K] without UNIPI1) while analysing in deep the difference between methodologies.

- Concerning Tq, the lowest value (136.1s, EDO) associated to the highest degree of possibility is close to the lower bound of the support of the distribution. This shows that some participants have provided a reference calculation close to the lower bound of their corresponding uncertainty margin and that this lower bound is among the lowest uncertainty bounds of all participants. This is the case for example for EDO with RC-LUB=12s, UUB-RC=243.2s and LUB=124.1s.

- Note also that the distribution associated to TInj is in full agreement with the results coming from the distribution after arithmetic mean aggregation. The disjunctive operator leads to a distribution with several peaks indicating a large dispersion of reference calculations provided by all participants combined with a narrow uncertainty band width.
Figure A2-7: Disjunctive aggregation within the possibilistic framework
Table A2-6: Subgroups of participants with a close reference calculation

<table>
<thead>
<tr>
<th>Output variables</th>
<th>Subgroups of participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCT1</td>
<td>AEKI, IRSN, JNES, KAERI, NRI1, NRI2, PSI, UNIPI2, UPC</td>
</tr>
<tr>
<td>PCT2</td>
<td>AEKI, NRI1, NRI2, PSI, UNIPI1, UNIPI2, UPC</td>
</tr>
<tr>
<td>Tinj</td>
<td>AEKI, IRSN, KINS, NRI1, UNIPI1, UNIPI2, UPC</td>
</tr>
<tr>
<td>MaxCladT</td>
<td>IRSN, JNES, NRI1, NRI2, PSI, UNIPI1, UNIPI2, UPC</td>
</tr>
</tbody>
</table>

For every output of interest but Tq, one can exhibit subgroups of participants that have provided close reference calculations and therefore, that are expected to be in agreement in their analysis. They are listed in table A2-6.

The coherence of each subgroup will be tested by applying the conjunctive aggregation.

c) Conjunctive aggregation

Figure A2-8 displays the distributions after applying the conjunctive operator to all participants, to the selected participants of the LOFT benchmark and to the subgroups of participants summarized in Table A2-6.
Let us first notice that all the participants are highly conflicting for each output variable, which reduces the reliability of the information synthesised from all of them.

The conflict is reduced for PCT1, PCT2 and MaxCladT when considering the selected four participants. However, it remains quite high, especially for PCT2, indicating that the ranking obtained for the LOFT experiment has to be taken with caution for result prediction within the Zion case.

Note also that the selected four participants and the subgroups of participants of Table A2-6 provide similar results for PCT1, PCT2 and MaxCladT. The closest estimation (best estimate and uncertainty margins) given by the two subgroups is related to PCT2. That tends to confirm the reliability of the information coming from these sources about this variable, keeping in mind that due to lost of coherence of the selected participants between LOFT and ZION exercises, this result has to be taken with caution. As for MaxCladT, even if the information given by the four selected participants and by the subgroups of Table A2-6 is coherent, it is not straightforward to take into account their information since their conjunctive aggregation is highly conflicting (intersection almost empty).

Concerning TInj, focusing on the subgroup of Table A2-6 increases the reliability of the information related to this variable. The result is very precise (due to narrow uncertainty margin) with a low degree of conflict (~0.4). For Tq, considering the four selected participants does not increase the coherence of the synthesized information. This can be explained by the underestimation of the upper uncertainty bound by
NR11 and NR12 (197.8s and 214s) and the overestimation of the lower uncertainty bound by IRSN (248.7s).

**Conclusions:**
Several relevant results come out from this section:

- The results provided by all the participants are highly conflicting for every output variable.
- Considering subgroups of participants (the four selected participants identified from the LOFT benchmark (Table A2-3) or participants with close reference calculations (Table A2-6) increases the coherence of the results for variables related to temperature (First and second peaks cladding temperatures and maximum cladding temperature).
- Participants are more conflicting as for time variables. In this case, the only reliable synthesis is, according to us, the one based on the union of information provided by each participant (disjunctive aggregation as performed in Section 2.4.1 b)). It leads to a factor ~5 in the estimation of the uncertainty margin (for both Tq and Tinj) with a “most likely” value of 15s (resp. 5min) for Tinj (resp. Tq). In the case of the accumulator injection time, the uncertainty margins are very narrow indicating that the uncertainties which have been taken into account don’t impact this output variable.
- The four selected participants identified from the LOFT benchmark are usually less coherent for the Zion one. Moving from a small scale test facility to a real nuclear reactor is not straightforward in term of result prediction.

**A2.3.4.2 Synthesis of the information with respect to used codes**

**Probabilistic aggregation:**

Figure A2-9 displays the results of aggregating the probability distributions with respect to the used code.
The distributions are very different from one code to another, especially for $T_q$ where a large gap between CATHARE users and TRACE/ATHLET/RELAP5 users is noticeable. This points out that the used code effect is not negligible. In the case of $T_{\text{Inj}}$, the distribution exhibits a strong change in its behavior between 15s and 20s for ATHLET users. It translates the large gap between the uncertainty margins of AEKI/GRS ($\sim[13.8s;15.1s]$) and of NRI2 ($[19.6s;20.5s]$).

Table A2-7 summarizes the best estimate value (or 50%-percentile) for each code and each output variable and its comparison to the mean value listed in Tables 13-17 of BEMUSE phase V report [A6]. We also find relevant to provide for each output variable which code gives the narrowest and the largest uncertain margins, denoted NUM and LUM.
Table A2-7: Used code effect: best estimates, comparison to Mean value (“+”, resp. “-“, is for “bigger”, resp. “smaller”, than the mean value) and code name leading to the narrowest and to the largest uncertainty band

<table>
<thead>
<tr>
<th>Output Variable</th>
<th>Best estimate</th>
<th>Best estimate/Mean</th>
<th>NUM</th>
<th>LUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCT1(K)</td>
<td>1181</td>
<td>1183</td>
<td>1231.2</td>
<td>1242.2</td>
</tr>
<tr>
<td>PCT2(K)</td>
<td>1147.1</td>
<td>1237</td>
<td>1163.7</td>
<td>1229.5</td>
</tr>
<tr>
<td>Tlnj(s)</td>
<td>12.5</td>
<td>15.2</td>
<td>14.4</td>
<td>15.2</td>
</tr>
<tr>
<td>Tq(s)</td>
<td>250.4</td>
<td>195.3</td>
<td>364.1</td>
<td>214.8</td>
</tr>
<tr>
<td>MaxClad(T(K))</td>
<td>1196.7</td>
<td>1237</td>
<td>1234.1</td>
<td>1272.5</td>
</tr>
</tbody>
</table>

Note that TRACE users always obtained a best-estimate value lower than the mean. They provide also the narrowest uncertainty margin except for Tq while CATHARE users get the largest band for a majority of output variables.

Possibilistic aggregation:

Figure A2-10 displays the distributions after applying the conjunctive operator with respect to the used code.

![Diagram](image-url)
Figure A2-10: Conjunctive aggregation within the possibilistic framework (Effect of used code)

The previous figure gives a way to measure the coherence between users of a same code by evaluating the degree of conflict for each distribution. In Table A2-8, we have ranked the codes according to their coherence between users, specifying each time the corresponding degree of conflict. The conflict is calculated as the difference between one and the highest value of possibility common to the users of the same code.

<table>
<thead>
<tr>
<th>Output variable</th>
<th>ATHLET</th>
<th>CATHARE</th>
<th>TRACE</th>
<th>RELAP5</th>
</tr>
</thead>
<tbody>
<tr>
<td>PCT1</td>
<td>3 (~0.35)</td>
<td>2 (~0.2)</td>
<td>1 (~0.04)</td>
<td>4 (~1)</td>
</tr>
<tr>
<td>PCT2</td>
<td>1 (~0.13)</td>
<td>2 (~0.2)</td>
<td>4 (~1)</td>
<td>3 (~0.45)</td>
</tr>
<tr>
<td>TInj</td>
<td>4 (~1)</td>
<td>4 (~1)</td>
<td>4 (~1)</td>
<td>1 (~0.4)</td>
</tr>
<tr>
<td>Tq</td>
<td>2 (~0.7)</td>
<td>1 (~0.4)</td>
<td>4 (~0.79)</td>
<td>3 (~0.78)</td>
</tr>
<tr>
<td>MaxCladT</td>
<td>3 (~0.4)</td>
<td>1 (~0.17)</td>
<td>2 (~0.22)</td>
<td>4 (~0.45)</td>
</tr>
</tbody>
</table>

For PCT1, PCT2 and MaxCladT, and for a large majority of codes, the results are coherent and therefore can be considered as reliable information. In the case of PCT1, the very low degree conflict of TRACE users can be due to the small number of users (2). On the contrary, the high conflict of RELAP5 users can be explained by the disjoint uncertainty margins of KINS and UNIPII ([1178K, 1375K] and [906K, 1176K] respectively). The degree of conflict is reduced to 0.3 (not shown in this report) if we remove UNIPII from the RELAP5 users.

This result again emphasizes that the impact of uncertainty methodologies (CIAU/probabilistic) is not negligible in this study. Note also that TRACE has a high degree of conflict for PCT2. This is due to disjoint uncertainty margins.

As for TInj and Tq, few users are coherent. In the case of TInj, the only coherent information has been given by RELAP5 users and the corresponding information is very precise. The other sources have an empty intersection. This can be explained by the dispersion of reference calculations among users of a same code (for example 14.9-12.9=2s for CATHARE IRSN and CEA users) and a narrow uncertainty band (1.2s).

We have also computed from Table A2-8 the average degree of conflict for each code. It turns out that CATHARE users have the lowest degree of conflict (~0.4) whereas TRACE users the highest (~0.6, same score as for RELAP5 but with only two participants). This is directly connected to the large (resp. narrow) uncertainty band width provided by CATHARE users (resp. TRACE users).
Conclusions:
Several relevant results come out from this section:

- Code effect is not negligible in the derivation of uncertainty margins.

- For a large majority of codes, users are coherent when estimating uncertainty related to the first and second peak cladding temperatures and to the maximum cladding temperature. Concerning scalar variables, only one code among four exhibits a low degree of conflict. This arises again the question of reliability in the prediction of accumulator injection time and complete core quench time.

- TRACE users tend to provide reference calculations lower than the mean value of all code users and the narrowest uncertainty margins. On the contrary, CATHARE users get the largest uncertainty band width for most of the variables of interest.

A2-3.4.3 Synthesis of the information with respect to uncertainty method

Probabilistic aggregation:

Figure A2-11 displays the results of aggregating the probability distributions for CIAU and probabilistic users separately.
Figure A2-11: Mean aggregation within the probabilistic framework (Effect of uncertainty method)

Table A2-9 summarizes the information related to uncertainty margins:

**Table A2-9: Uncertainty method effect: best estimates and uncertainty band width for CIAU and probabilistic methods**

<table>
<thead>
<tr>
<th>Output variable</th>
<th>CIAU</th>
<th>Probabilistic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BE</td>
<td>95% percentile</td>
</tr>
<tr>
<td>PCT1(K)</td>
<td>1088.3</td>
<td>486</td>
</tr>
<tr>
<td>PCT2(K)</td>
<td>1207.9</td>
<td>481.2</td>
</tr>
<tr>
<td>TInj(s)</td>
<td>15.6</td>
<td>19.4</td>
</tr>
<tr>
<td>Tq(s)</td>
<td>293.4</td>
<td>218.2</td>
</tr>
<tr>
<td>MaxCladT(K)</td>
<td>1207.9</td>
<td>481.1</td>
</tr>
</tbody>
</table>

For output variables related to temperature (PCT1, PCT2 and MaxCladT), CIAU method leads to a best estimate smaller than in the probabilistic case. It is the contrary for the output variables related to time (TInj and Tq). Except for Tq, CIAU method provides larger uncertainty bands due to a different way of estimating uncertainty margins.

**Possibilistic aggregation:**

Figure A2-12 displays the distributions after applying the conjunctive operator. We have also plotted the results provided by the probabilistic users of the subgroups of Table A2-6.
Figure A2-12: Conjunctive aggregation within the possibilistic framework (Effect of uncertainty method)
It appears that CIAU results are coherent, keeping in mind that only two participants are using this method. Most of the distributions (PCT2, TInj and MaxCladT) exhibit a degree of conflicts close to 0. It means that UNIPI1 and UNIPI2 have obtained very close reference calculations. (Comment by the coordinator of BEMUSE Phase VI: This result is based on results provided by the participants in the draft version of the BEMUSE Phase V Report using Total Quantity Uncertainty of the CIAU method, see Section 6.5.2.1, what leads to different results to Quantity Uncertainty results presented in Figures 18 and 23; these results seem not to be in agreement with Figure A2-12 for PCT1). The most imprecise information is related to TInj. This is in full agreement with the large uncertainty bands given by UNIPI1 and UNIPI2 compared to the other participants.

As already mentioned in Section 2.4.1 c), the information provided by the 12 remaining probabilistic users is highly conflicting even though it is quite precise in the case of MaxCladT. However, considering the subgroups of probabilistic participants of Table A2-6 increases the coherence between probabilistic users for all output variables. As for PCT2, TInj and MaxCladT, the results are more precise than CIAU users (with a low degree of conflict, ~0.1 for PCT2, ~0.4 for TInj and ~0.25 for MaxCladT) and the reference calculations are very close for both methods. In the case of PCT1, probabilistic participants are still more precise but they obtain a higher reference calculation compared to CIAU results. The uncertainty margins derived by both methods are almost disjoint.

A2-3.5 Conclusions

Several relevant results come out from this section:

- The effect of uncertainty methodology (CIAU or probabilistic) is not negligible on the derivation of uncertainty margins.

- CIAU method provides larger uncertainty margins than the probabilistic one. According to CIAU users, this is due to a different way of integrating and propagating uncertainties.

A2-4 References


