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1. Introduction

Within the framework of the international effort on the assessment of computer codes, which are designed to describe the overall reactor coolant system (RCS) thermalhydraulic response, core damage progression, and fission product release and transport during severe accidents, there has been a continuous debate as to whether the code results are influenced by different code users or by different computers or compilers. The first aspect, the "Code User Effect", has been investigated already /1/. In this paper the other aspects will be discussed and proposals are given how to make large system codes insensitive to different computers and compilers. Hardware errors and memory problems are not considered in this report.

The codes investigated herein are integrated code systems (e.g. ESTER, MELCOR) and thermalhydraulic system codes with extensions for severe accident simulation (e.g. SCDAP/RELAP, ICARE/CATHARE, ATHLET-CD), and codes to simulate fission product transport (e.g. TRAPMELT, SOPHAEROS).

Since all of these codes are programmed in Fortran 77, the discussion herein is based on this programming language although some remarks will be made about Fortran 90. Even if some code systems make use of data bank systems (e.g. SIGAL, RSYGAL), specific requirements for these will not be considered.

In the following some observations about different code results by using different computers are reported and possible reasons for this unexpected behaviour are listed. Then methods are discussed how to avoid portability problems.

2. Computer Dependent Results

It is generally accepted that computer dependence is caused by

- bugs (i.e. programming errors)
- bad programming practice
- different precision.
Some real bugs are a result of ignoring warning messages when compiling. Bad programming can result in errors, when high levels of optimisation are used. Errors due to precision will be discussed first.

2.1 Numerical Precision

Different computers provide different precisions as single, double or even quadruple precision. Most of the code systems require a word length of 8 bytes or 64 bits (REAL*8). The further discussion is focussed on this format.

Even if the word length is equal, the storage of floating point numbers can be different. This has been described already by Feinauer /2/ and Shepherd /3/. First, the exact word length might be different (60 or 64 bits). Second, the exponent and mantissa representation are different. Unless these attributes are defined by compiler options or by the program (KIND definition in Fortran 90), they are machine dependent.

In IBM-MVS system, the exponent has a size of 7 bits and represents a power of 16, which yields the range of the double-precision floating point number $F$

$$10^{-65} < |F| < 10^{78} - 10^{65}$$

The mantissa has a size of 56 bits but with up to 3 leading bits with zeros, which reduces the relative accuracy, i. e. the precision of $F$ divided by $|F|$, to

$$2^{-53} = 1.11 	imes 10^{-16}$$

In CRAY and CDC under NOS/VE systems, the exponent has a size of 14 bits and represents a power of 2 which yields the range of the single precision floating point of

$$2^{-8193} < |F| < 2^{2466} - 2^{-8193}$$
The mantissa has a size of 48 bits and is normalized, i.e. no leading zeros are present, which yields the relative accuracy of

\[ 2^{-48} = 3.55 \times 10^{-15} \]

or a factor of \(2^6 = 32\) less accurate than the previous mantissa.

The DEC OSF/1 AXP systems data representation \(\text{REAL*8}\) of floating point numbers consists of the sign bit, 11 bits for the exponent and 52 bits for a normalized 53 bit fraction including the redundant most significant fraction bit not represented. The value of data is in the approximate range

\[ 2^{-1025} - 2.22 \times 10^{-308} \leq |F| \leq 1.80 \times 10^{308} - 2^{1025} \]

with a precision of

\[ 2^{52} = 2.22 \times 10^{-16} \]

This means if computer codes are implemented on different computers, one has to consider the different precision, which can alter the results in three different ways:

The code performance is not interfered and the results lie within acceptable uncertainty band.

In some cases the course of event simulation can change (bifurcation or cliff edge effect). Let's assume that a safety valve opens exactly at 7 MPa and an arbitrary small \(\varepsilon\) (e.g. \(10^{-6}\)). In one calculation the maximum system pressure draws close to this value but does not pass over \((1-\varepsilon) \cdot 7\) MPa, in the other case the maximum system pressure reaches \((1+\varepsilon) \cdot 7\) MPa. If one assesses the calculation only regarding the activation of this valve - the calculation results differ essentially. But it has to be considered that this difference lies within the general calculation uncertainty and should not be rated as a precision problem.
An example of magnified uncertainty is the following. When transition from one correlation to the other is not smooth (discontinue) and the change from one correlation to the other is a result of numerical imprecision a significant divergence in the results can be observed.

The code performance is not interfered but the results differ significantly.

This arises if small differences of large numbers are amplified. As an example, the fission product release rate can be determined in two different ways:

\[ m = m \left(1 - \exp(-A \Delta t)\right) / \Delta t \]  
(1)

or after Taylor series development

\[ m = m A \left(1 - \frac{1}{2} A \Delta t + R\right) \]  
(2)

If \( A \Delta t \) draws close to zero (less than \( 10^{-16} \)) the imprecise result in eq. (1) is amplified by the timestep \( \Delta t \) if this value approaches zero too, while in eq. (2) the release rate is in the first order, independent of the time step size. The remainder \( 1/2A \Delta t - R \) is negligible for the absolute value of \( A \Delta t < 10^{-6} \). It is obvious that the result of eq. (1) for small arguments is strongly dependent on the precision, the execution of the intrinsic function, and the compiler.

Similar the expression

\[ y = (x^2 - 4)/(x - 2) \]  
(3)

is undefined for \( x = 2 \), but the singularity can be avoided by the transformation

\[ y = (x + 2) (x - 2)/(x - 2) = x + 2 \]  
(4)

This is clearly a very simple example. In more complex expressions singularities are not so obvious but should be avoided.
A comparable example is discussed in [2]. Feinauer illustrates the accuracy of the different computers with the expression

\[ E = \text{ABS} \left( X - 0.1 \times X \times 10.0 \right) \]  \hspace{1cm} (5)

or

\[ E = \text{ABS} \left( X - (0.1 \times X) \times 10.0 \right) \]  \hspace{1cm} (6)

If the computer code results deviate by the use of different compiler or computer due to this kind of programming, it should be considered as a result of bad programming practice and not as a precision problem.

The code performance is insufficient and the calculation is aborted. This has been observed by Shepherd [3] during the conversion of DRUFAN (which is a predecessor version of ATHLET) to run on a CRAY. Due to the less precise floating point number of the CRAY compared to the AMDAHL, an IBM-like computer under MVS, two iteration procedures failed. One was a Newton-Raphson type iteration with a normalised convergence limit of $10^{-19}$ for the determination of the initial enthalpy distribution in the coolant system (new subroutine names in ATHLET are DENTM3 and DENTM4). By changing the limit to $10^{-12}$ the scheme converged satisfactorily. The other was the generalised ordinary differential solver package FEBE, based on a Burlisch-Stoer algorithm, for solving the differential equations. The problem arises in the explicit part of the algorithm, which in general is not recommended to use. Based on a strict error control the system uses an increasing number of sub-timesteps to find a converged solution. In this procedure, a denominator was checked against a limit of $10^{-20}$. On the CRAY the procedure did not converge due to less precise floating point numbers. When replaced with a limit of $10^{-19}$ it arrived at the correct result.

These two examples illustrate that iteration procedures have to be adapted to the precision of the computer used, to assure the portability of the computer code. For example, ATHLET uses for the determination of the partial derivatives in the Jacobian Matrix a multiple value of the relative precision RUNKON [5] calculated at the beginning of the transient solution:
HALFU = 0.5D0
50 TEMP1 = 1.0D0 + HALFU
    IF (TEMP1 .LE. 1.0D0) GOTO 100
    HALFU = 0.5D0 * HALFU
    GOTO 50
100 RUNKON = 2.0D0 * HALFU

By this way the code performance is sufficient. The code results will be influenced by the precision, but this difference lies within the general code uncertainty.

2.2 Incorrect Programming

Some indication of bad programming has been given already in the previous paragraph. In the following further possible incorrectnesses are listed which might be a source of error.

Initialization of variables
The use of an uninitialized variable is faulty. If the computer generally presets memory to zero during the load sequence for a program, this fault will possibly not be detected. It is recommended /2/ to preset the memory explicitly to negative infinity or negative indefinite so that if variables are not properly initialized within the program, a total execution error will result.

Reuse of variables after subroutine exit
Some computers keep the value of a variable after subroutine or function exit but others not. The use of the statement SAVE is required to ensure that the variable remains unchanged.

Length of parameter list
To assure the portability of computer codes, the parameter list must have identical length and the type of data (REAL*8, REAL*4, INTEGER, etc.) must be identical for a specific variable in the subroutine itself and in all calling routines. It is recommended to sort the variables in the parameter list according to their type with decreasing word length to ensure that the passed arguments are naturally aligned, i.e. the word boundaries agree with the natural boundaries of the data structure.
Dimension of arrays

Arrays with static allocation must be defined during compilation with the maximum length ever used in the program. Otherwise data are overwritten or parts of the programme are destroyed. Fortran 90 allows the use of allocatable arrays with the statements `ALLOCATE` and `DEALLOCATE`. Then the maximum length of the array is defined in the block between these two statements and all array operations are performed for this actual dimension.

**INCLUDE statements and COMMON**

`INCLUDE` statements are not ANSI-Standard, therefore some programming rules do not allow them or the use of `BLOCKDATA` with the central dimensioning of the `COMMON` variables. Also Fortran 90 recommends the use of `MODULES` and `SAVE` as an alternative approach. Nevertheless some programs, e.g. ATHLET, use `COMMON` blocks to facilitate the data transfer between subroutines and via interface routines between different modules instead of data bank systems as other programs, e.g. ICARE. For a `COMMON` block it is essential that the word boundaries align with the data structure. To avoid misaligned data the following rules are recommended /5/:

- Always define the largest numeric data items first.
- Add small data items of the correct size (or padding) before otherwise misaligned data to ensure natural alignment for the data that follows.
- If your data includes a mixture of character and numeric data, place the numeric data first.

However ATHLET programming /6/ rules allow neither variables of different data type nor more than one array on one `COMMON` block.

**EQUIVALENCE statement**

An `EQUIVALENCE` statement is used to specify the sharing of storage units by two or more entities in a program unit. It does not equate the elements mathematically. Special care is needed to avoid data mismatch /6/. Most programming rules forbid the use of the `EQUIVALENCE` statement to facilitate the maintenance of the code. In Fortran 90 it is declared as obsolescent and it should be replaced by the `TRANSFER` function. Incorrect use of the `EQUIVALENCE` statement is difficult to detect and might be the reason for „computer effects on code results“.
Arithmetic Relational Expression

Arithmetic relational expressions (e1 relop e2) with data of real type are sensitive to the precision of the floating point numbers. The sensitivity is less if as relationed operators (relop) .LT., .LE., .GT., and .GE. are used and the difference of the two expressions (e1 - e2) covers a range

\[-E_1 \leq e1 - e2 \leq E_2\]

with E_1 and E_2 sufficiently large against the precision of the data. If one of the range boundaries (E_1 or E_2) is less than the precision of the data or if the relational operator is .EQ. or .NE., then the results depend in a high degree on the precision. To complete this deficiency, the comparison of two real data should be replaced by a logical function which considers an uncertainty spread as in the following example. This logical function compares two REAL*8 values considering a relative and an absolute tolerance of 10^-7, which is considerably larger than the precision of the data.

```
LOGICAL FUNCTION SEQR8 (R1, R2)
RU = R1 + DABS (R1) * 1.D-7 + 1.D-7
RL = R1 - DABS (R1) * 1.D-7 - 1.D-7
IF (R2.GE.RL .AND. R2.LE.RU) THEN
    SEQR8 = .TRUE.
ELSE
    SEQR8 = .FALSE.
ENDIF
RETURN
END
```

Double precision

Feinauer [2] also discusses the use of DOUBLE PRECISION. The solution of the differential equation system generally requires a high precision as provided by CDC machines or CRAY. To achieve equivalent precision on IBM machines (32-bit word), variables must be declared double precision. To explicitly change a single-precision program into a double-precision program, care must be taken to make sure that all floating point arithmetic is done in double precision where the accuracy is needed. Propagation of inaccuracies arising from "mixed-mode" arithmetic (performing arithmetic on a mixture of single- and double-precision values) can result in
divergence of numerical solutions. Avoiding such inaccuracies is especially important in the solution of nonlinear equations, where a small perturbation may grow to swamp out the true solution. With the statement `IMPLICIT DOUBLE PRECISION` all real variables are declared as `REAL*8`. But this is sufficient only for assignments of data which are representable in binary notation, i.e. by a series of $2^n$:

$$R = \sum_{n=-41}^{59} k_n 2^n$$

with

$k_n = 0$ or $1$ and $R$ with less than 19 significant digits, e.g.

$$\sum_{n=-13}^{11} 2^n = 16382.9998779296875$$

$$2^{-41} = 0.0000000000000454747350886464119$$

$$2^{19} = 576460752303423488.$$ 

Other numbers bear truncation errors and to avoid undesirable extension of the number representation the data must contain format descriptor „D“ as shown in the following table:

<table>
<thead>
<tr>
<th>INPUT</th>
<th>OUTPUT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.124</td>
<td>0.124000001287460327</td>
</tr>
<tr>
<td>0.124E0</td>
<td>0.12400001287460327</td>
</tr>
<tr>
<td>0.124D0</td>
<td>0.12400000000000000000</td>
</tr>
<tr>
<td>0.125</td>
<td>0.12500000000000000000</td>
</tr>
<tr>
<td>0.125E0</td>
<td>0.12500000000000000000</td>
</tr>
<tr>
<td>0.125D0</td>
<td>0.12500000000000000000</td>
</tr>
<tr>
<td>0.126</td>
<td>0.12599998712539673</td>
</tr>
<tr>
<td>0.126E0</td>
<td>0.12599998712539673</td>
</tr>
<tr>
<td>0.126D0</td>
<td>0.12600000000000000000</td>
</tr>
</tbody>
</table>

The different situation for 0.125 and the two other numbers is that

$$R = 0.125 = 2^3$$

results from above equation with $k_n = 0$ except $k_3 = 1$, while the two others are not representable in binary notation. The maximum relative truncation error corresponds to the precision of `REAL*4`

$$2^{-24} \sim 6 \times 10^{-8}$$
The problem for the code developer in converting a program from single to double precision is that the program may contain thousands of single-precision constants in DATA statements and in other assignment statements throughout the program. Changing all occurrences of single-precision constants to double-precision is very time-consuming, and it complicates the maintenance of two versions of the program. IBM supplies an alternate method for converting programs from single to double-precision through the automatic double-precision option (AUTODBL). Nevertheless, Feinauer /2/ recognized that this does not solve all conversion problems.

The incorrectness described in this paragraph may lead to different code results, if the code is transferred to a different machine independent of the compiler optimization. To avoid these incorrectnesses, the programmer should observe programming rules, which are common in software laboratories. They are described in paragraph 4.1.

3. Compiler Errors

One has to distinguish between real compiler errors and the incapability of compiler to convert specific parts of the program at higher optimisation level.

Problems arising during the conversion from single to double precision have been already discussed in the previous paragraph. Other problems may be generated by tricky or incompatible programming which should be recognised by the compiler and indicated by an error message.

Sometimes there are real errors in the compiler, namely if the compiler is new on the market and has not been sufficiently tested. There is no error message during compilation and the program is either incorrectly executed, which is not easy to detect, or terminated without indication what causes it. Either the compiler makes an error in the data management or it misinterprets a block of statements and does not report, that there are difficulties in the correct conversion. For illustration two examples are given.
1st Example:

```
DIMENSION A(N)
DO 10 I = 1, N-1
   A(I+1) = A(I+1) + A(I)
10    CONTINUE
```

This block of statements is correct, nevertheless changing from optimisation level 2 to 3 the range of the array A was overstepped and the following data at the position A(N+1) was overwritten. After changing the statements into

```
DIMENSION A(N)
DO 10 I = 2, N
   A(I) = A(I) + A(I-1)
10    CONTINUE
```

the execution was perfect.

2nd Example:

```
DIMENSION A(N), B(N), C(N)
DO 100 I=2, N
   IF(ABS(C(I)-A(I)) .LT. 1.D-6) THEN
      B(I)=C(I)
   ELSE
      GRAD=(C(I)-A(I))/(C(I)-A(I))
      B(I)=A(I)+(T-A(I)) * GRAD
   ENDIF
100   CONTINUE
```

At low optimisation, this block of statements was executed correctly. At higher level (Opt. 3) the statement

```
GRAD = (C(I) - A(I)) / (C(I) - A(I))
```

was executed before the IF block, which yields a data overflow for

```
C(I) - A(I) = 0.
```
The execution was correct after restructuring as follows:

```plaintext
DIMENSION A(N), B(N), C(N)
IF (ABS (C(1)-A(1)) .LT. 1.D-6) THEN
   DO 100 I=2, N
      B(I)=C(I)
   100 CONTINUE
ELSE
   DO 200 I=2, N
      GRAD=(C(I)-A(I))/(C(1)-A(1))
      B(I)=A(I)+(T-A(1))*GRAD
   200 CONTINUE
ENDIF
```

These two figures demonstrate that compiler errors are not easy to detect and general guidelines cannot be provided, except that clearly arranged, straightforward programming facilitate the compilation at higher optimisation levels. It is obvious that observation of the programming rules is mandatory.

4. Software Product Quality

Computer programs are used extensively in scientific and engineering applications involving the design of facilities or the prediction of results of physical phenomena. Since errors in such programs may have very costly consequences, it is necessary that the development of these programs exhibit a high level of reliability. Verification and validation (V&V) is a systematic approach to improving reliability. Although V & V activities may be conducted on existing programs, they are most effective when carried out in parallel with program development. A parallel approach allows for early detection and correction of errors in the software requirements, design, and coding.

This approach is generally laid out in guidelines and handbooks /7, 8, 9, 10, 11/ which should be referred to for further details. They are very useful for project management and the planning of development phases such as

- Initiation
- Definition
- Design
- Coding
- Integration and Testing
Installation

Operation and Maintenance.

An important problem in programme development and maintenance is version control, i.e. the task of keeping a software system consisting of many versions and configurations well organized. This task is assisted by specific software tools for configuration management, e.g. MAKE /12/ and revision control system, e.g. RCS /13/.

Today, powerful software development tools exist also on the market (e.g. Clear Case). These tools are used for version control, configuration management and process control. They allow to define software development politics and procedures. Such a tool is used for some phase in the development and maintenance of ESTER.

A helpful link to the high-level quality attributes of the International Standard for Software Product Evaluation ISO 9126 /14/ is provided by Dromey's model for Software Product Quality /15/. Dromey identifies the impact of different product defects on the seven quality attributes:

- functionality
- reliability
- usability
- efficiency
- maintainability
- portability
- reliability.

The quality-carrying properties associated with the structural forms of programs are grouped into four basic categories. These basic categories carry low-level quality properties, which are ranked from the highest to the lowest precedence:
• Correctness properties
  - Computable  
  - Complete  
  - Assigned  
  - Precise  
  - Initialized  
  - Progressive  
  - Variant  
  - Consistent  

• Structural properties
  - Structured  
  - Resolved  
  - Homogeneous  
  - Effective  
  - Nonredundant  
  - Direct  
  - Adjustable  
  - Range-independent  
  - Utilized  

• Modularity properties
  - Parameterized  
  - Loosely coupled  
  - Encapsulated  
  - Cohesive  
  - Generic  
  - Abstract  

• Descriptive properties
  - Specified  
  - Documented  
  - Self-descriptive  

Preconditions and postconditions provided

Comments associated with all blocks

Identifiers have meaningful names
To fulfill these quality properties, programming rules are established and to assure the quality of the product release procedures are performed, which are discussed in the following.

4.1 Programming Rules

Programming rules are established by GRS, IKE /16/ and IPSN. They are described in a generalised way in the appendix. It is assumed that they are similar in other software laboratories. These rules must be followed, as far as possible, by developers in charge of implementation of new modules and/or of old module development in existing versions, in order to keep a satisfactory homogeneity between all the modules of the code. This will make easier code maintenance by imposing correct software quality and to allow the portability of the code on various computers. For any exception, the allowance must be given in advance by the person responsible for quality assurance of the program.

Programming rules may be classified in four different categories:
– Code portability. They deal especially with ANSI standard programming.
– Code legibility. They deal with routine length, comment quantity and distribution, labels and format numbering, continuation characters and programming architecture.
– Code maintenance. They supply information on nomenclature, and prevent the use of several kinds of declarations and statements.
– Code usability. They deal with the interface to the user.

Besides these rules which concern the formal programming, there are many aspects to obey which concern the modelling and physical description of processes, but this not in the scope of this report.

4.2 Release Procedure

To assure the quality of a new code release different steps are considered. New models incorporated into the code should be subject to independent peer review, the theory and assessment results should be published in the code manuals for
each version. The programming can be scrutinized by employing tools like FTNCHEK /17/, LAXYM or FORGE /18/. These tools also support the documentation of the code by generation of flow charts, variable listing, etc..

The restart capability must be checked to ensure that all necessary data are transmitted. The code must continue after a restart with identical results, if the input is not altered.

Finally, the code has to be subject to portability tests by running different reference test cases on different computers with different levels of compiler optimization. If the results of the code deviate significantly, the reason must be selected and, if possible, eliminated. If there is a suspicion that one compiler optimization is incorrect, it should be documented and the manufacturer should be informed.

Input and output of selected reference test cases should be part of the software package when the code is transmitted to other users to facilitate the checking of proper installation of the code by the user.

5. Installation Procedure

The users point of view, how to reduce the so-called „Computer/Compiler Effects“, was lay out by Vanhorenacher /19/ who has a wide experience in running large codes on different computers:

In general, the thermalhydraulic expert is not familiar with all the computer techniques and relies on computer experts to get the code properly installed. Therefore some specifications have to be provided in order to judge if the installation is correct. The computer expert will generally compile the codes with the highest optimisation option. Sometimes, it doesn’t run and therefore the optimisation level has to be reduced. It is obvious that starting with the debug option is a better procedure. If the results of the test cases provided by the code developers are identical one can move to a higher level of optimisation. Should the next tentative not provide the same results, one can try to isolate the subroutine(s) that has to remain at a low level of optimisation. Proceeding this way, step by step, it is
possible to increase the performance (cputime) with an acceptable guarantee on
the results. It is recognised that this process could be long.

A very difficult task for the code user is to specify the criterion of acceptance. Often
the results are not strictly the same. The acceptance criteria should be oriented an
physically reasonable uncertainty based on experimental experience.

Often the workstations are shared and the code user is not always aware of some
computer modifications performed by the system analyst (cf. change of OS, of
mathematical libraries, ...). Therefore very strict QA procedures should be
implemented: for example at TRACTEBEL; beside the QA procedure each month a
set of runs are performed in order to verify that no changes have occurred.

6. Conclusion

The use of a computer code on different computers as well as the application of
different compiler or computer optimizations can lead to different results.

This is acceptable if the differences in the results are unessential or lie within the
model uncertainty of model correlations, which should be verified by code validation.

It is not acceptable, if the deviation of the results is significant or the code
performance gets worse. In this case, the cause of this deviation must be detected
and the incorrect programming improved or the use of the erroneous compiler
version must be excluded.

The dependency of code results on machine precision and optimization can be
minimized by correct and structured programming.
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Appendix: Programming Rules

Portability rules:
1. The ANSI standard must be applied.
2. The subroutines have to be successfully compiled with ANSI standard compilers on several computers.
3. Compiler warnings and informations have to be eliminated.

Legibility rules:
1. The size of each subroutine must not exceed N Fortran lines.
2. A special comment block must be present at the beginning of each subroutine and located just after the first statement (which is subroutine declaration). This comment block must obey to a given architecture and must contain several items. Each item may consist of several lines. These items must be supplied in the following mandatory order:
   - Subroutine name or function name
   - Version identifier
   - First author name (date)
   - Last modifier name (date)
   - Purpose of the subroutine/function
   - Arguments: name and definition with identification for input (I), output (O) or update (U)
   - List of calling subroutines
   - List of called subroutines
3. The labels are mandatory on CONTINUE and FORMAT statements, and forbidden on other statements.
4. The FORMAT statements must be grouped together just before the END statement. The labels on FORMAT statements must be greater than M.
5. The labels in each subroutine must be defined in increasing order.
6. The loops must appear clearly by doing a set back of K blank characters on all the statements located between the DO and the CONTINUE statements. The DO and CONTINUE statements must start in the same column.
7. The conditional tests must appear clearly by doing a set back of K blank characters on all the statements located between the IF and the ELSE, ELSEIF
or ENDIF statements. The IF, ELSE, ELSEIF and ENDIF statements must start in the same column.

8. Loops and conditional tests must be commented (purpose, conditions).

**Maintenance rules:**

1. A subroutine must not perform different tasks of various nature. The name of a subroutine refers to its task and must as far as possible have six letters. (ATHLET: The name must begin with the module-specific letter as defined in /G/).

2. All the subroutines of the program must be used.

3. Two procedures cannot have the same name in two different files.

4. Each file must contain only one subroutine.

5. A subroutine must have one and only one input point (no ENTRY).

6. A subroutine must contain at least one statement.

7. A subroutine must not contain unreachable statements.

8. The arguments number (and order) of each subroutine must be coherent between the declaration and the different calls.

9. The arguments number of a subroutine must not exceed M₁.

10. The local variables number of a subroutine must not exceed M₂.

11. Each subroutine must begin (just after the comment block previously defined) by the statement IMPLICIT DOUBLE PRECISION (A-H, O-Z). (Double precision is useful only for 32-bit word machines (see also point 12). Implicit assignment of real and integer variables is usual. In SCDAP explicit typing of variables is used (IMPLICIT NONE). The type of each and every variable must then be specified (see also point 13).)

12. The authorized types for variables are INTEGER, DOUBLE PRECISION and CHARACTER (OUTPUT: REAL*4).

13. Integer variables must begin by the letters I, J, K, L, M, N. Real variables must not begin by these letters.

14. No blank line is allowed. The letter C must be used in first column for each comment card. Comments within a FORTRAN statement with ! are not allowed.

15. The use of inclusion files is restricted to data bank systems.

16. The recursive calls, either direct or indirect, are forbidden.

17. A loop index must not be modified within the loop.

18. A loop control variable must not be modified within the loop.

19. A loop must have one and only one input point.
20. A **CONTINUE** statement, ending a **DO** loop, must apply to one and only one loop. If two loops are enclosed, two different labels must be used.

21. The label of a back **GOTO** statement must be commented (caution: do while).

22. A **COMMON** instruction must define only one common.

23. The use of the **BLOCKDATA** statement is forbidden (not in ATHLET).

24. The use of **EQUIVALENCE** statement is forbidden (except RSYT routines).

25. The same constant name must not refer to two different values.

26. Physical constants (e.g. pi, stefan constant) must be defined uniformly by **PARAMETER** statement.

27. The use of the arithmetic **IF** is forbidden.

28. The use of calculated **GOTO** is forbidden.

29. The use of assigned **GOTO** is forbidden.

30. The use of the **ASSIGN** statement is forbidden.

31. The use of the optional **RETURN** is forbidden.

32. The use of the **PRINT** statement is forbidden.

33. Unit numbers in **READ, WRITE, OPEN, CLOSE** must be declared by a variable which is defined at a central position (only ATHLET).

34. The common name must begin with the letter C, followed by the module specific letter as defined in /6/ (only ATHLET).

35. All common variables must be described in the include library (only ATHLET).

**Usability rules** (partly ATHLET-specific):

1. All input for a specific module must be controlled by one central input routine.

2. The input must be structured by **CONTROL** and **KEY** words.

3. Restart output and input must be controlled by one module-specific routine.

4. Transient print and plot output must be controlled by one module-specific routine.

5. The output data must be structured by **OBJECT, MODEL, VARIABLE** names and index number.

6. The use of standard output subroutines is mandatory (print output in tabular fashion).

7. All input and output variables must be described in the user's manual.

8. The name of the input and output variables must be meaningful, their physical units must be international standard units.