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Chapter 10 

LOW PRANDTL NUMBER THERMAL-HYDRAULICS* 

10.1 Introduction 

This chapter is an introduction into the field of momentum and heat transfer in low Prandtl 
number fluids. In order to read this chapter a basic knowledge in fluid dynamics and thermodynamics 
is required. To limit the content not all formulas for technical configurations are listed; therefore much 
better literature sources are available in engineering libraries or other specific sources. 

The first section illuminates the specific characteristics of the liquid metals, which represent the 
largest class of low Prandtl number fluids. Rather specific low Prandtl number fluids like ferromagnetic 
fluids or metal/oil suspensions are not considered in this context. It is clearly dedicated to the single 
phase thermal-hydraulics of liquid metals obeying the Newtonian law. The terminology used in this 
report as well as the conservation equations are part of Chapter 2. 

In the sections three and four are restricted to the laminar momentum and heat transfer although 
they are not of major importance in technical applications they act in many situations as the upper or 
lower limit appearing in a technical set-up. Here, first the momentum transfer is described, because the 
convective heat transport is always coupled with the simultaneously appearing momentum transport. 
Analytic solutions like for tube or plate flow as well as self-similar solutions of the boundary layer 
equations and coupled approximate solutions are sketched. Especially the latter can be used to perform 
technically relevant problem solutions. For some technical configurations formulas or literature 
sources are given. Both paragraphs deal solely with the technically most relevant case, namely the 
forced convective flow, in which the flow is controlled by a shaping of the duct or by a supplied 
pressure gradient. 

The sections five and six deal with the turbulent momentum and energy transport through 
channels and ducts. Due to the importance of this field most of the space is dedicated to it. Natural or 
buoyant convection are in many applications superposed to the forced convective thermal energy 
transport phenomena. These types of flows are called mixed convective flows and are analytically not 
accessible and even a numerical treatment requires a lot of effort. Hence, within the section six the 
author tries to indicate for which dimensionless parameter set a forced turbulent thermal energy 
transport exists and where the transition region starts. Buoyant or natural convection both for the 
laminar and the turbulent energy exchange are not considered in this context. Although two-phase 
flows as well as free surface flows gain more and more importance in technical applications this rather 
specific topic is also not treated in the framework of this collection. 

                                                      
* Chapter lead: Robert Stieglitz (FZK, Germany). Thanks are due to the many researchers within the FZK (in expressis  

Dr. G. Grötzbach, Dr. U. Müller, Dr. H. Hoffmann, Prof. K. Rehme) and from outside (Prof. V. Sobolev, Dr. C.B. Reed) 
who helped by providing literature or allowing access to rare papers, and to Dr. Takizuka for the helpful discussion 
concerning this chapter. 
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10.2 Specific features of liquid metals 

Liquid metals are considered in many nuclear and non-nuclear processes associated with 
thermal-hydraulic aspects. In the nuclear field liquid metals are both used in fission and fusion concept 
studies. While in the nuclear fusion lithium or lithium alloys allow to merge the fuel generation problem 
with the heat removal from the fusion reaction, see e.g. [Malang, et al., 1992] in the nuclear fission the 
use of liquid metals is much broader. In the fast breeder concept for instance sodium is used as coolant 
while in newer breeder concepts often lead or lead alloys are used, since they ensure compared to 
sodium in any case that no positive void coefficient appears. A comprehensive study on the fuel and 
coolant aspects as well as their advantages and disadvantages may be taken from [David, 2005]. Also 
in the non-nuclear energy generation liquid metals are used as heat transfer medium in solar plants, 
where the sunlight is reflected by numerous mirrors onto a heat exchanger operated with liquid metals, 
see [Benemann, 1996]. In refinery and casting processes of metals like steel, copper, tin, aluminium 
etc., as well as glasses, which behave in the molten condition similar like liquid metals, the same heat 
transfer problems appear as in the power generation field. 

The main difference between the metals and the other media is that they have a significantly 
higher thermal conductivity �(W/mK) and lower specific heat capacity cp [J/(kgK)]. In case of the 
heavy liquid metals like lead, lead-alloys or mercury often the kinematic viscosity � (m2/s) is 
considerably smaller than that of e.g. air or water. The thermal conductivity combined with the 
specific heat capacity can be compressed in a characteristic number the so-called Prandtl number Pr. 
The Prandtl number is an essential non-dimensional parameter in convective heat transfer problems. 
The physical sense of the Prandtl number is that it weights the transport coefficients of momentum to 
that of thermal energy. Thus, the Prandtl number describes the ratio of momentum diffusion to the 
thermal transport in the fluid and it is defined as: 
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where cp is the specific heat capacity, � the density (kg/m3) and � the thermal conductivity. � is often 
called in textbooks the temperature conductivity or thermal diffusivity. In contrast to gases or light 
liquid the heat capacity hardly depends on the pressure. 

While engine oils have usually Prandtl number of the order O(102-106) and “conventional” media 
like air or water reveal an order of O(1) Prandtl number the liquid metals exhibits significantly smaller 
Prandtl numbers in the range Pr = 10–3-10–2. Table 10.2.1 shows the Prandtl number of e.g. mercury 
compared to air water or engine oil for different temperatures. There exists no Newtonian fluid in the 
range between the liquid metals and the gases for e.g. 0.05 < Pr < 0.5. 

Table 10.2.1. Typical Prandtl number for different fluids from [Beitz & Küttner, 1986] 

Temperature Mercury Air Water Engine oil 
000�C 0.0288 0.72 13.6 4.7.104 
020�C 0.0249 0.71 7.02 1.0.104 
100�C 0.0162 0.70 1.74 2.6.102 

 
Let us consider a flow of a Newtonian fluid with the temperature T0 over a semi-infinite plate 

with the constant temperature Tw. In Figure 10.2.1 such a configuration is illustrated for fluids with 
Pr << 1, Pr ~ 1 and Pr >> 1. Case (a) refers to liquid metals, which have good conductivity and a low 
viscosity, it is Pr << 1. Here the thickness of the viscous boundary layer �v is negligibly small and to  
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Figure 10.2.1. Illustration of the influence of the Prandtl number  
on the magnitude of the viscous and thermal boundary layers in a  

two-dimensional flow over plate with the constant wall temperature Tw 
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estimate the temperature boundary layer the velocity profile can be replaced by u�(x). In gas or water 
flows the thickness of the thermal and the viscous boundary layer are of the same order of magnitude, 
it is Pr ~ 1. Liquid like cool water (<20�C) and especially oils have poor thermal conductivity but their 
viscosity is relatively large, as shown in case (c). Here the viscous boundary determines almost the 
whole flow field. 

In forced convective systems under laminar flow conditions, molecular conduction of heat 
expressed by the Prandtl number controls the thermal energy transfer process, irrespective of whether 
the coolant is a liquid metal or any other Newtonian fluid. Hence, there is no fundamental difference 
between the thermal behaviour of the three types of fluids described above under these conditions. 
And accordingly non-dimensional correlations developed to describe the heat transfer performance 
can be generally applied equally well to liquid metals in spite of their low Prandtl number. 

Under turbulent flow conditions, however, eddy conduction of heat becomes important and the 
process of heat transfer is determined by both molecular and eddy conduction over the various flow 
regions in the fluid stream. While in ordinary fluids like air and water molecular conduction is only of 
importance near the wall (in the viscous sublayer), in a liquid metal the magnitude of the molecular 
conductivity is of the same order as that of the eddy conductivity. Thus, the molecular conduction is 
felt by the flow not only in the boundary layer but also to a significant extend in the turbulent core of 
the fluid stream. Therefore, the fundamental details of the heat transfer mechanism in liquid metals 
differ significantly from those observed for instance in air and as a result relationships (or correlations) 
developed to determine the heat transfer coefficients for turbulent flows obtained in those fluids 
cannot be used. 

A further consequence of the even greater importance of molecular conduction of thermal energy 
in turbulent liquid metal flow is that the concept of the hydraulic diameter cannot be used so freely to 
correlate heat transfer data from systems which differ in configuration but retain a similar basic flow 
pattern. As an example in Pr ~ 1 fluids basic heat transfer data for flow through circular pipes can be 
used to predict Nusselt numbers (Nu) for flow parallel to a rod bundle by evaluating the hydraulic 
diameter for the latter and using this in the non-dimensional correlations for the circular tube. Such 
methods are found to be invalid for liquid metal systems, and accordingly theoretical, numerical or 
experimental heat transfer relationships must be developed to deal with each specific configuration, 
see [Reed, 1987] or [Dwyer, 1976]. 

Also a lot of effort has been dedicated to evaluate heat transfer coefficients in standard geometries 
in the recent years the available liquid metal heat transfer data show quite a bit of scatter. Several 
phenomena have been proposed to explain the scatter and the corresponding lack of correlation with 
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numerical predictions or theoretical approximations. They include: non-wetting or partial wetting of the 
fluid-solid interface, gas entrainment, the possibility of oxide formation or other surface contaminants, 
and mixed convection effects. Especially, the latter three influences the heat transfer considerably and 
by tracking numerous literature sources published in the past decades it turned out that they are mostly 
responsible for the existence of the large scatter. In this context it should be mentioned that for many 
liquid metal experiments a detailed description of the thermal and viscous boundary conditions is 
incomplete, which makes it difficult to judge about the applicability of the obtained data to draw 
estimation to more general geometries. And, even if great care is take on the boundary conditions in a 
pre- and post-test analyses of the experiment, in the heated state asymmetries in the set-up may appear 
leading to a co-existence between mixed and forced convection suggesting different heat transfer 
coefficients than under “clean” conditions, see [Lefhalm, et al., 2004]. 

Following an extensive amount of experimental investigations on the effects of wetting on the 
liquid metal heat transfer a general consensus has been reached on the subject. This is that wetting or 
lack of wetting, in or of itself, does not significantly affect liquid metal heat transfer. However, 
non-wetting combinations of liquid metals and solid surfaces can suffer more readily from gas 
entrainment problems and at elevated temperatures of oxidation at the solid liquid interface; impurities 
and particles can more easily become trapped at a non-wetting solid-liquid interface, thus reducing 
heat transfer. Hence care should be taken to avoid these problems in system designs. Finally, in liquid 
metal systems, uniform wall temperature boundary conditions (although difficult to obtain in the 
experiment) yield lower Nusselt numbers than constant wall heat flux boundary conditions for the 
same Peclet number. This is in contrast to Pr ~ 1-fluids, in which the two boundary conditions make 
only a little difference in the Nusselt number. 

Related to the heavy liquid metals for many thermal-hydraulic configurations often no Nusselt 
number correlation exists. However, a lot of experiments in rather generic geometries were conducted 
for the sodium cooled fast breeder and in the context of the fusion engineering community using alkali 
metals as operation fluid. In many cases the Prandtl number of the individual fluids is close to the heavy 
liquid metals as shown in Figure 10.2.2. Nevertheless, great care has to be taken on the validity of the 
chosen heat transfer correlation even if the Prandtl number matches the heavy liquid metal considered, 
because the viscosity of the heavy liquid metals is considerably smaller than that of the alkali metals. 

Figure 10.2.2. Molecular Prandtl number as a function of temperature in [�C] for different fluids 

The thermophysical data for lead and lead-bismuth are taken from this book, while the data for sodium, the eutectic  
sodium-potassium alloy (Na22K78) are from [Foust, 1972], mercury (Hg) from [Lyon, 1952], lithium from [Addison, 1984],  
lead-lithium (Pb83Li17) from [Schulz, 1986] and [Smith, et al., 1984] and gallium-indium-tin from [Barleon, et al., 1996] 
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By multiplying the hydraulic Reynolds number Re with the Prandtl number Pr the Peclet number 
Pe is obtained which can be conceived as the ratio of the convective heat transport versus the 
molecular conduction. Both the Reynolds number and the Peclet number are defined as: 

�
��

�
�

du
PrRePe

du
Re 00    and  

(10.2)

where u0 is a characteristic velocity of the flow configuration considered and d a characteristic length 
scale of the problem. The Nusselt number correlations experimentally obtained can only then used for 
a heat transfer assessment or a transfer from an alkali metal to the heavy liquid metals if both Prandtl 
number and the valid Peclet number regime coincide. 

10.3 The conservation equations 

Within the context of this chapter we restrict ourselves to the consideration of flows in channels 
or closed cavities without the entrainment of an additional mass source or a mass transfer between 
different species. 

Consider the flow of a single phase and single component fluid in a fixed control volume, then 
whole mass flow entering the volume must leave the volume. This is expressed by the continuity 
equation, which describes the conservation of mass. Because liquid metals below their boiling point 
are almost incompressible (� = const.) the continuity equation for them can be expressed by  
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where u
�

 is the velocity vector composed of the velocity components (u,v,w) in x, y, and z-direction 
respectively and (�
) is the divergence operator. 

The dynamic behaviour of fluid motion is governed by a set of equations called the momentum 
equations or the equation of motion. The derivation considering a defined control volume is similar to 
that of the continuity equations. The momentum equations can be written in the following form: 
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(10.4)

where f = (fx, fy, fz) is a body force being of gravitational, electrical or magnetic origin, � is the stress 
normal to the surface and  the shear stress tangential to the sides of the control volume. It has been 
found experimentally that, to a high degree of accuracy, stresses in many fluids are related linearly to 
the rates of strain (derivatives of the velocity components). It can be shown, see e.g. [Lamb, 1945] or 
[Schlichting, 1979] that for Newtonian fluids the expressions are: 
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(10.5)

where � = �
� is the dynamic viscosity of the fluid and p the pressure. Substituting the Eq. (10.5) into 
(10.4) yields the full momentum equations, which are called the Navier-Stokes equations. Nearly all 
analytical investigations involving viscous fluids are based on them. They are general in the sense that 
they are valid for compressible Newtonian fluids with varying viscosity. 

When the density and the viscosity are constant – that is, when the fluid is incompressible and the 
temperature variations are small – the Navier-Stokes equations simplify to: 
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where �2 = �.� is the Laplacian operator given by �2 = (�/�x2 + �/�y2 + �/�z2). 

Any fluid flow problem which involves the determination of the velocity components and the 
pressure distribution as a function of the spatial co-ordinates and the time requires simultaneously the 
solution of the continuity equation and the Navier-Stokes equations under the specific boundary and 
initial conditions. Although these set of equations are in most cases too complex to be solved 
analytically they may be solved by numerical means. Nevertheless, there exist some cases where the 
nature of the flow is such that they can be simplified considerably for an analytical solution. 

A similar approach as for momentum and continuity equation derivation can be applied to deduce 
the energy equations. This derivation implies the first law of thermodynamics, which couples the 
thermal energy with the work done by the system and the total internal energy of the control volume. 
The complete derivation of the energy equation is described in the textbooks by [Keenan, 1941], 
[Van Vylen and Sonntag, 1979] or [Jischa, 1982]. The thermal energy equation finally reads to: 
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in which � is the thermal conductivity of the fluid, u the internal energy the and T the temperature. The 
internal energy is liked to the fluid enthalpy i by I = u + p/�. The operator d/dt denotes the total 
derivative. If the relations for stress and strain acting upon a fluid element in a Newtonian fluid 
[Eq. (10.5)] are substituted into Eq. (10.7), it reduces to: 
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where u is the internal energy of the fluid per unit mass and � is called the dissipation function. The 
first term on the right hand side represents the net rate of heat conduction to the fluid particle per 
control volume, the second term is the rate of reversible work done on the control volume and the last 
term is the rate at which viscous forces do irreversible work in form of e.g. viscous dissipation or 
viscous heating per unit volume. 

If one considers an incompressible fluid with du = cp
.dT the energy equation takes the form: 
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Additionally, if the thermal conductivity � is constant it reduces to: 
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The continuity, Navier-Stokes and energy equations provide a comprehensive description of the 
thermal energy transfer in a flow field. These equations, however, present insurmountable mathematical 
difficulties due to the number of equations to be simultaneously satisfied and the presence of non-linear 
terms such as u�u/�x. Because of these non-linearities, the superposition principle is not applicable 
and complex flows may not be compounded from simple flow as e.g. possible for potential flows, see 
[Schlichting and Truckenbrodt, 1960]. Exact solutions were obtained for some simple cases, where the 
nonlinear terms are either small (approximate solutions) or identically zero. This class of solution 
appears in slow motion or creeping flows and is important for the theory of lubrication. In most 
practical heavy liquid metal applications the nonlinear terms are most often of greater magnitude than 
the other terms in the Navier-Stokes equations. The hydraulic Reynolds number defined in Eq. (10.2) 
is a dimensionless quantity which measures the ratio of the inertia effects to the viscous effects in a 
fluid. Creeping flows are therefore characterised by small Reynolds numbers, whereas in most practical 
flows the Reynolds number is far above unity. Finally, two important observations are worth mentioning. 
First, the velocity and temperature fields will be coupled if the fluid has a temperature dependent 
density and/or viscosity. Secondly the temperature field can become similar to the field under certain 
conditions. If �p = 0, � = 0 and f = 0 and if Pr = 1 then the solutions for the velocity and temperature 
fields are similar, provided that the boundary conditions are also similar. But as shown in Section 10.2 
for any liquid metal flow the molecular Prandtl number is far below unity so that a similarity of both 
fields does practically not appear. 
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10.4 Laminar momentum exchange 

This subsection is dedicated to describe the basic concepts to treat the laminar momentum 
exchange. The main aim is to obtain the local friction coefficient c(x) of a flow in a geometry and the 
main ideas for the simplification of the Navier-Stokes equations in terms of an asymptotic approach. 
The results obtained in this chapter are necessary to elaborate the difference between the laminar and 
the turbulent flow and they form the basis for the understanding of the heat transfer phenomena 
appearing in both types of flows. 

The laminar momentum exchange of a steady two-dimensional flow of an incompressible fluid 
with a constant kinematic viscosity � is governed by the following equations: 
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This represents a system of partial non-linear differential equations of the elliptic type. A general 
solution does not exist and there are only a few exact solutions under rather restrictive boundary 
conditions like the channel or duct flow. Fortunately, most of the laminar momentum exchange 
processes can be simplified considerably. For large Reynolds numbers nearly all exchange processes 
take place in a thin layer, the so-called boundary layer. The boundary layer approximation is not 
restricted to flows over solid walls, also free jets or wake flows exhibit boundary layer character.  

10.4.1 Channel or tube flow 

Consider a steady planar fully developed flow in a duct as shown in Figure 10.4.1. Here fully 
developed means that the velocity component u in x-direction does not change. Because �u/�x = 0 also 
�v/�y = 0, which means that the v-component of the velocity is constant. Excluding suction or blowing 
immediately yields that v = 0. For Eqs. (10.11)b, c the convective terms on the left side diminish and 
from the force balance (10.11)c only the expression �p/�y = 0 remains. Thus, the pressure p depends 
only from the flow direction x and the force balance in flow direction reads to: 
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and since u is only a function of y the partial derivative � can be replaced by the simple derivative d. 
From the stress tensor only � = ��u/�y remains. An integration immediately yields that the shear stress 
is linear and due to symmetry, which requires �(y = H) = 0 one obtains: 
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This correlates the wall shear stress with the pressure gradient. In dimensionless form it reads to: 
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With � = ��u/�y and a further integration the velocity distribution is obtained. Setting 
u(y = H) = umax yields: 
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where �p/L=-dp/dx is the pressure drop along the channel length L. Finally the dimensionless velocity 
distribution reads to: 
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which is the classical parabolic Hagen-Poiseuille profile. 

Figure 10.4.1. Shear stress and velocity distribution of a fully  
developed channel flow for a planar duct and a circular pipe 
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The same result is obtained for the fully developed laminar circular duct flow using the same 
procedure. Without describing the full details the following set is obtained for the configuration shown 
in Figure 10.4.1: 
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Here, R is the radius of the pipe and r the radial co-ordinate. 

The factor ½ is explained by the fact that in a tube flow compared to a channel flow a ratio the 
cross-section on which the pressure acts is twice as large as the surface on which the viscous forces act 
to compensate the pressure. The flow rate V in a circular tube can be calculated to: 
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It is important to note the dependencies V ~ �p/L and V ~ R4. For the same applied pressure 
gradient an increase of the diameter by 10% yields an increase of the flow rate of 46%. If one defines 
a mean velocity u0 by applying u0 = V/A one obtains u0 = ½ umax. For engineering purposes the 
pressure loss is one of the most interesting parameters. Taking V = u0�R2 and using the diameter 
D = 2R, one gets for the pressure drop over a duct length of L: 
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(10.19)

Defining a friction coefficient cL in the way �p = �/2 L/D u0
2 one obtains the friction law for a 

tube flow expressed by: 

Re
cL

64
�  

(10.20)

Herein Re is the hydraulic Reynolds number defined as Re = u0D/�, which can be conceived as a 
force ratio of the inertial forces versus the viscous ones. This shows simply, how the pressure drop and 
the friction coefficient depend on the Reynolds number. The Reynolds number is in all momentum 
exchange processes the only appearing variable. Thus, for all laminar flows the Reynolds number 
correlations of any other liquid can be used and transferred to heavy liquid metals. 

10.4.2 Boundary layer equations 

The basis for the derivation of the boundary layer equations is the equation set (10.11)a-c. 
Figure 10.4.2 shows the used local co-ordinate system and the observed velocity distribution. The 
order of thickness of the boundary layer is a priori not known; the following assessment is aimed to 
give an estimate on this magnitude. 

Figure 10.4.2. Co-ordinate system and observed velocity distribution 
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which are chosen in such a way that they are of order one in magnitude O(1). In a next step the length 
L and the mean velocity u0 of the outer flow are taken as reference quantities. Further on there is: 

const.) (because  1
00

���
�
�

��� ’;
u

v
’v  

(10.22)

Introducing these variables into the continuity Eq. (10.11)a the following declaration can be made: 

L
~

u

v �

0

 
(10.23)

because u�, x� and y� are of O(1). Introducing the variables into the Navier-Stokes Eq. (10.11)b in 
x-direction leads to the result that as determining parameter the Reynolds number appears, which 
characterises viscous flows. Returning to the assessment and postulating that the viscous terms are of 
the same order of magnitude as the inertial terms and the pressure force immediately yields that the 
thickness of the boundary layer scales as: 
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(10.24)

A similar insertion of the non-dimensional scaling into Eq. (10.11)c (in y-direction) exhibits the 
assertion that for Re >> 1 the derivative of the pressure in y-direction diminishes. This means that the 
pressure normal to the wall does not change within the boundary layer; it is rather given by the value 
from the inviscid outer potential flow. The pressure p in boundary layer theory is not an unknown 
quantity it is rather given as a boundary condition. All these order of magnitude estimates lead to the 
boundary layer equations, which were initially written by Ludwig Prandtl in 1904. 
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These are two equations to determine the unknowns u, v = f(x,y). Because of Bernoulli’s equation 
p(x) + �/2.u0

2(x) = const. the pressure and the velocity gradient of the inviscid outer flow are coupled. 
The boundary conditions of the equation system are: 
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(10.26)

The system of the boundary layer equations is parabolic and represents an initial boundary 
problem. Due to the simplification of the viscous terms diffusion processes are only active in the 
y-direction. There is no upstream flux of information and all can be calculated straight forwards 
downstream. This is an enormous simplification compared to the elliptic Navier-Stokes equations, for 
which a simultaneous solution for all domains is required. There are some exact and approximate 
solutions of the boundary layer equations which can be found in [Schlichting, 1979] or [Jischa, 1982]. 
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10.4.3 Summary and comments 

The main aim to treat the laminar momentum equations is to determine the local cL(x) and/or  
the global friction coefficient cW. Many textbooks show that these values can be given in a form 
cL(x) = f(Rem

x) or cW = f(Ren
L). 

Herein, Rex is the local Reynolds number and ReL the Reynolds number built with the characteristic 
dimension of the body. For a duct or a tube flow n = -1 is obtained. The friction coefficient does not 
change in flow direction for a fully developed flow. This is different to a boundary layer flow along a 
plate, because there the boundary layer thickness grows along the flow direction x while the local 
friction coefficient decreases with x. In this case the local friction coefficient yields an exponent 
m = -1/2 and the total resulting friction coefficient exhibits a coefficient n = -1/2. Crucial in this 
context is that the only appearing dimensionless quantity is the Reynolds number, which can be 
conceived as the ratio of the inertial forces versus the viscous ones. For a fully developed flow the 
inertial force is replaced by the driving pressure gradient.  

One can distinguish between different approaches to describe laminar flows: 

  Analytic solutions of the Navier-Stokes equations can be only obtained for a few rather 
specific exceptions like the plane duct or the circular pipe flow. 

  Numeric solutions of the Navier-Stokes equations are extremely time consuming. Here, a 
system of non-linear partial differential equations of the elliptic type must be solved. This is a 
boundary value problem and no consecutive methods like for parabolic partial differential 
equations can be applied. For some technically interesting cases like the developing flow into 
a tube or the flow near the leading edge of a plate, calculations were performed. In the 
engineering practice, however, these solutions are of minor importance. In the limiting case 
Re!" the Navier-Stokes equations mutate into the boundary layer equations. In many 
practically important cases the Reynolds number is large enough to apply the boundary layer 
equation. An exception in this context is the leading edge problem for which the prerequisite 
d�/dx << 1 and �2/�x2 << �2/�y2 is not fulfilled. 

  Exact solutions of the boundary layer equation exist only for specific outer flows acting as 
boundary condition. The terminology exact means that this is not an analytic but an arbitrarily 
exact numeric solution of an ordinary differential equation. In case of the self-similar 
solutions the individual velocity profile does not alter its shape in flow direction and it can by 
an appropriate co-ordinate transformation reduced to the similar profile. 

For an arbitrary outer flow the velocity profile changes its shape in flow direction; there exist no 
self-similar solutions and the boundary layer equation can only be solved numerically. This can be 
performed in two ways. 

  Numeric solutions of the boundary layer equations exist for numerous cases. By means of 
difference methods the parabolic boundary layers equation can be numerically integrated as a 
initial boundary problem using a consecutive approach. Because of stability reasons implicit 
methods although they require more effort are preferred compared to simpler explicit 
schemes. The problems arising using the individual techniques are in detailed discussed in the 
book of Cebeci and Bradshaw (1977). 

  Integral schemes to solve the boundary layer equations are simple to treat and practically 
most often used. Often used are the schemes by Pohlhausen und v. Karman. The effort required 
for computing time as well as the memory consumption low. Also the solution of two coupled 
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non-linear ordinary differential equations is not problematic. These integral methods are still 
in use to calculate especially turbulent boundary layers. An exhaustive discussion on the 
different types of numeric approaches may be taken in the monograph by Walz [1966]. 
Despite the undeniable advantages of the integral methods one crucial disadvantage exists; 
the quality of the achieved results depends on the assumption of the chosen profile. The user 
must know a lot of properties of the solution in order to formulate an appropriate profile. 

Empirical solutions must be used in all cases where complex geometries do not allow a direct 
numerical solution. 

Finally, for completeness two problem circles should be shortly mentioned. This is the higher 
order boundary layer theory. This is a perturbation theory which is called the matched asymptotic 
expansions. It is a further development of Prandtl’s boundary layer concept, where the boundary layer 
equation is the first order equation in the hierarchy. Effects of higher order like inclinations, etc., can 
be treated in this kind of concept. An overview on the different model ideas is given in the books by 
[Van Dyke, 1975] or [Cole, 1968]. The not treated rather complex issue are three-dimensional 
boundary layers, which appear in many technical applications. Here, the gracious reader should refer 
to the text books, e.g. [Schlichting, 1979] or [White, 1974]. 

10.5 Laminar energy exchange 

In a moving fluid energy and momentum are exchanged if: 

a) thermal energy is supplied to or removed from the fluid; 

b) the kinetic energy of the flow is of the order of the inner energy so that by dissipation the 
temperature of the fluid is increased. 

In Case (a) one distinguishes between forced and free convective flows. In forced convective 
flows an external forcing bean means of a supplied pressure gradient or a given outer flow is present, 
while in free or natural convection flows buoyancy forces caused by density differences (which are 
originating from temperature differences) are the driving source of the flow. Restricting ourselves to 
steady flows of single component Newtonian fluids one obtains the energy equation in the form 
described in Eq. (10.8) (see Section 10.3). The set of equations to be solved for the laminar energy 
exchange reads to: 
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(10.27)

where the heat conductivity � is assumed to be constant, g is the gravity vector in the form g = (gx, gy) 
and � is the dissipation function defined in Eq. (10.9)b. 

This section deals with the laminar flow and forced convection heat transfer characteristics of a 
variety of ducts interesting to heating and cooling devices in nuclear engineering. The results 
presented here are applicable to straight ducts with axially unchanging cross-sections. Also the duct 



412 

walls are considered smooth, non-porous, rigid, stationary and wetted. Furthermore, the duct walls are 
assumed to be uniformly thin, so that the temperature distribution within the solid walls has negligible 
influence on the convective heat transfer in the flowing fluid. Thus this section covers the steady, 
incompressible laminar flow of a constant property Newtonian fluid. All forms of body forces are 
neglected; moreover, the effects of natural convection, phase change, mass transfer or chemical 
reactions are omitted. A complete representation of the laminar heat transfer correlations and a 
detailed description of the methods can be found in the monographs by [Shah and London, 1978]. 

10.5.1 Types of laminar duct flow 

Four types of laminar duct flows exist; namely, fully developed, hydrodynamically developing, 
thermally developing, and simultaneously developing. The latter means that the flow is at the same 
time hydrodynamically developing and thermally developing. A brief description of these flows is 
given here with an aid in Figure 10.5.1, which depicts a fluid with the uniform velocity u0 and 
temperature T0 entering a duct of an arbitrary cross-section at x = 0. 

Figure 10.5.1. Types of laminar duct flow for constant wall temperature boundary condition 

(a) Hydrodynamically developing flow followed by thermally developing (and hydrodynamically developed) flow 
(b) Simultaneously developing flow in liquid metals (Pr << 1) 

Solid lines denote the velocity distribution while the dotted grey lines represent the temperature profiles 
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Referring to Figure 10.5.1, suppose that the temperature of the duct wall is kept at the entering 
fluid temperature T0 and there is no generation or dissipation of heat within the fluid. In this case the 
fluid experiences no gain or loss of thermal energy. In such a case of an isothermal flow, the effect of 
viscosity spreads across the ducts cross-section commencing at x = 0. The hydrodynamic boundary 
layer develops according to Prandtl’s boundary layer theory (see Subsection 10.4.2) and its thickness � 
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grows proportional to Rex
–1/2. The boundary layer separates the flow field in two domains; a viscous 

region near the wall and an essentially inviscid region around the ducts centreline. At x = lhy the 
viscous effects have completely spread across the wholes ducts cross-section. The domain 0 # x # lhy is 
called the hydrodynamic entrance region and the flow in this domain is called the hydrodynamically 
developing flow. In the entrance region the velocity depends on all three spatial co-ordinates, while for 
x > lhy the velocity profile is independent of the axial co-ordinate x. After the flow becomes 
hydrodynamically developed consider that the duct wall temperature is dropped compared to the 
entering fluid Tw < T0. In this case the thermal effects diffuse gradually from the duct wall 
commencing at x=lhy. The extent of the thermal diffusion is denoted by the thickness of the thermal 
boundary layer �th, which grows along the axial co-ordinate x. A similarity analysis based on the 
boundary layer approximation approach immediately reveals that the thermal boundary layer grows as 
�th(x) ~ (Re.Pr)–1/2. Moreover, applying the boundary layer approach the thermal boundary layer also 
divides the flow field in two regions; a heat affected region close to the wall and an unaffected domain 
in the ducts centre. A result of the dimensional analysis is also that the ration of the thermal boundary 
compared to the viscous one scales as: 

Pr
~th 1

�
�

 
(10.28)

At x = lth the thermal effects have spread throughout the whole ducts cross-section and beyond 
this point the flow is called thermally developed. The region lhy # x # lth is termed the thermal entrance 
region. Here the temperature varies with all three spatial co-ordinates. The simultaneously developing 
flow is displayed in the lower graph of Figure 10.5.1 for a liquid metal. In this case the viscous and the 
thermal effects diffuse simultaneously from the duct wall towards the ducts centre commencing at 
x = 0. The essential parameter here is the Prandtl number, which denotes the ratio of the kinematic 
viscosity to thermal diffusivity. The kinematic viscosity is the diffusion rate for momentum (velocity) 
in the same sense that the thermal diffusivity is the diffusion rate for heat (temperature). If Pr = 1, the 
viscous and thermal diffuse through the fluid at the same rate. This equality of diffusion rates does not 
guarantee that the viscous and thermal boundary layers in close duct flows will be of the same 
thickness at defined axial position x. The reason for this paradox lies in the fact that with Pr = 1, the 
applicable momentum and energy differential equations do not become analogous. As depicted in the 
Figure 10.5.1(b), within the region 0 # x # ld viscous and thermal effects spread simultaneously 
towards the duct centre. Accordingly, this region is referred to as the combined entrance region. It is 
obvious that the length ld depends on the Prandtl number. In this region both velocity and temperature 
depend on all three space co-ordinates. Only for x > ld when the flow is fully developed the temperature 
and velocity become axially invariant and depend only on y and z, i.e. u = u(x,y) and T = T(x,y). 

10.5.2 Fluid flow and heat transfer parameters 

The fluid flow characteristics of all duct flows is expressed in terms of certain hydraulic parameters. 
For the hydrodynamically developing flow, the dimensional axial distance x+ is defined as: 

hd

x

Re
x

1
��  

(10.29)

where dh is the hydraulic diameter defined by dh = 4A/P with A the ducts cross-section and P the 
wetted perimeter. The hydrodynamic entrance length lhy is defined as the axial distance required to 
attain 99% of the ultimate fully developed maximum velocity when the entering flow is uniform. The 
dimensionless hydrodynamic entrance length is expressed by lhy

+ = lhy/(dh
.Re). 
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The fluid bulk mean temperature, also referred to as the “mixing cup” or flow average 
temperature Tm is defined as: 
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A0

m dATu
u A

T
1

 
(10.30)

The circumferentially averaged but axially local heat transfer coefficient $x is defined by: 

� �mm,wxx,w TTq �$�  (10.31)

where Tw,m is the wall mean temperature and Tm is the fluid bulk mean temperature given by 
Eq. (10.30). The heat flux qw and the temperature difference (Tw,m – Tm) are by nature vector quantities. 
In the notation (10.31) the direction of heat transfer is from the wall to the fluid, and consistently the 
temperature drop is from the wall to the fluid. In contrast, if qw represents the heat flux from the fluid 
to the wall the temperature difference entering Eq. (10.31) will be (Tm – Tw,m). The flow length 
averaged heat transfer coefficient $m is the integrated value from x = 0 to x in the way: 
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The ratio of the convective conductance $ to the pure molecular conductance �/dh is defined as a 
Nusselt number Nu. The circumferentially averaged but axially local Nusselt number Nux is defined as: 
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Thus the Nusselt number is nothing else than the dimensionless temperature gradient at the wall. 
The Nusselt number can also be conceived as a ratio of two different lengths, namely the ratio of the 
characteristic length to the local thickness of the thermal boundary layer. The mean Nusselt number 
Num based on $m in the thermal entrance region reads to: 
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The expression for (�T)m could become complicated and depend upon the thermal boundary 
conditions. The dimensionless axial distance x* is defined as: 
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The thermal entrance length lth is defined as the axial distance required to achieve a value of the 
local Nusselt number Nux, which is 1.05 times the fully developed Nusselt number value. The 
dimensionless thermal entrance length is expressed as lth

* = lth/(dh
.Pe). 

Also often the Stanton number St is used. It describes the ratio of the heat flux transferred from 
the wall to the enthalpy difference of the outer flow and is defined as: 
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10.5.3 Thermal boundary conditions 

In order accurately interpret the highly sophisticated heat transfer results in the ensuing sections, a 
clear understanding of the thermal boundary conditions imposed on the duct walls is absolutely 
essential. A systematic exposition of the boundary conditions is provided by [Shah and London, 1978]. 
Here we focus on the technically most important ones. 

a) Uniform wall temperature Tw with circumferentially and axially constant wall temperature, 
which is expressed by Eq. (10.37). It appears mostly in condensers or evaporators. 

.constTw �  (10.37)

b) Convective with axially constant wall temperature and finite thermal resistance normal to the 
wall. It is in principle the same as a) except that the wall thermal resistance is finite in these 
applications, which can yield to an upstream heating of the fluid. Especially in liquid metal 
heat transfer experiments this condition mostly appears, because they can not be directly 
heated due to their good electric conductivity. The formulation of this boundary condition 
reads to: 
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where Tw0 is the temperature at the outside of the heater/cooler, Tw the fluid/wall interface 
temperature, $0 the heat transfer coefficient at the fluid/wall interface, �w the heat conductivity 
of the wall, tw its thickness, n the wall normal unity vector and $e the heat transfer coefficient 
at the entrance, where the heat transfer starts. 

c) Constant wall heat flux with circumferentially constant wall temperature and axially constant 
wall heat flux. This condition applies for electric resistance heating, nuclear heating and heat 
exchangers having nearly identical fluid capacity rates. However, this condition only applies 
if the wall materials are thermally highly conducting, i.e. �w >> � or the wall is considerably 
thinner than the characteristic duct dimensions. This condition is formulated by: 

� � � �xTT;z,yqq wwww ��  (10.39)

d) Uniform axial and circumferential heat flux, which is nearly the same condition as for case c), 
but it refers to boundary conditions where the wall material has a low thermal conductivity 
and the wall thickness is uniform. It reads to: 

.constqw �  (10.40)

e) Convective with axially constant wall heat flux and a finite thermal resistance normal to the 
wall. Also this condition is nearly the same as case c) except for the finite thermal resistance 
normal to the wall. Moreover, there is assumed that there is negligible heat conduction along 
the ducts circumference. This condition is expressed by: 
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f) Finally, the conductive boundary condition with axially constant wall heat flux and finite heat 
conduction along the walls circumference, which is an extension of the case e). This boundary 
condition is described by: 
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where s is the circumferential co-ordinate. 

This list of boundary conditions applies both for the laminar and the turbulent heat transfer 
phenomena and it demonstrates the necessity for a detailed description of the experimental set-up. 
Only a complete description of the thermo-physical properties of the materials used, the heater type 
applied and the exact geometric dimensions allows to judge on the thermal boundary condition to be 
applied for the analysis of the experiment. Apart from the choice of the correct boundary conditions it 
says nothing about the quality of the performance of the experiment. Even a laminar experiment may 
be superimposed by buoyancy effects which considerably changes the experimental results. 

10.5.4 Laminar heat transfer in circular ducts 

The circular duct is the most widely used geometry in fluid flow and heat transfer devices. 
Accordingly, it has been analysed in detail for various boundary conditions. Also available in literature 
is a lot of information on the effects of viscous dissipation, fluid axial conduction, thermal energy 
sources and axial momentum diffusion. Some of the results will be shown within this subsection. 

10.5.4.1 Fully developed flow 

The velocity profile and the leading correlations for a fully developed laminar flow in a circular 
duct are elaborated already in Subsection 10.4.2. In this context we refer to these equations and show 
the results for the different thermal boundary conditions. 

a) Uniform wall temperature (condition a) 

The temperature distribution in circular ducts for non-dissipative flows in the absence of flow 
work, thermal energy sources and fluid axial conduction is given exactly. The expression for the fluid 
bulk mean temperature is given by the following asymptotic formula applicable for x* > 0.0335, see 
[Bhatti, 1985]: 
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It should be noted that although the local temperature T is both a function of the radial and the 
axial co-ordinates the fluid mean bulk temperature Tm depends on the axial co-ordinate only (the 
dimensionless temperature (Tw – T)/(Tw – Tm) is only a function of the radius. The Nusselt number of 
the fully developed flow can be calculated to: 
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For fully developed flows and the thermal condition a) is the result is independent of the Prandtl 
number of the fluid. However, if the Peclet number Pe is smaller than 10, the influence of the axial 
fluid conduction is not negligible anymore. In this parameter regime the asymptotic expressions 
presented by [Michelsen and Villadsen, 1974] are recommended: 
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b) Uniform wall heat flux (qw = const. condition d) 

The temperature distribution in circular ducts for non-dissipative flows in the absence of flow work, 
thermal energy sources and fluid axial conduction can be written analytically in the following form: 
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(10.46)

The Nusselt number obtained for constant wall heat flux is for a fully developed laminar flow 
about 20% larger than that for constant wall heat flux. The qualitative shape of the fluid bulk mean 
temperature distribution the wall heat flux and the wall temperature profile as a function of the axial 
co-ordinate x is qualitatively depicted in Figure 10.5.2. 

Figure 10.5.2. Qualitative shape of the fluid bulk mean temperature, the wall temperature  
and the wall heat flux for the case of a constant wall heat flux qw = const. (condition d)  

left graph and a constant wall temperature Tw = const (condition a) right graph 
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c) Convectively heated or cooled duct wall (condition b) 

For this boundary condition the temperature is assumed to be constant axially but the duct has a 
finite thermal resistance normal to the wall. The thermal resistance can be embedded in an external 
convective heat transfer coefficient $e, which is included in the dimensionless Biot number Bi defined 
as Bi = $e dh/�. The Biot number can also include the effect of the wall thermal resistance. In this case 
Bi = 1/Rw, where Rw = (� tw)/(�w dh) + �/(�e dh). The limiting cases are the constant wall temperature 
condition corresponding to Bi!" and the constant heat flux condition implying Bi = 0. Hence the Biot 
number can be conceived as a ratio of the thermal resistance of the wall compared to that of the fluid. 
For a constant $e [Hickman, 1974] developed an asymptotic solution for the Nusselt number in the 
form (10.47). The overall mean Nusselt number Nuo,m then reads to: 
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Nuo,m is quite insensitive to circumferential variation of Bi according to [Sparrow, et al.,1978]. 

10.5.4.2 Hydrodynamically developing flow 

The problem of hydrodynamic flow development has been theoretically investigated by numerous 
scientists. Depending on the Reynolds numbers various solutions can be categorised as: 

a) solutions involving the boundary layer equations valid for Reynolds number Re > 400; 

b) solutions involving the Navier-Stokes equations for Re < 400; 

c) creeping flow solution for Re!0, which hardly exist in liquid metal flows. 

a) Solutions involving the boundary layer simplification 

The various solutions using this approach are reviewed and classified in detail by the book of 
[Shah and London, 1978]. Among them the numerical solution of [Hornbeck, 1964] is technically 
most used. According to these results the dimensionless hydraulic developing length lhy

+ and the 
dimensionless pressure gradient �p* can be calculated using: 
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b) Solutions involving the Navier-Stokes equations 

Close to the duct inlet the axial momentum diffusion and the radial pressure variation are of 
importance. The proper accounting of these effects introduces the Reynolds number as a parameter in 
the solution and also requires a careful specification of the inlet flow velocity profile. Using modern 
computational fluid dynamic code packages this problem can be arbitrarily exact solved for different 
inlet velocity distributions. Assuming a constant velocity far of the inlet the analysis by [Chen, 1973] 
can be used as most accurate for the hydraulic developing length. It reads to: 
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10.5.4.3 Thermally developing flow 

Within this subsection a hydrodynamically fully developed flow is assumed for the velocity 
distribution in the circular duct. The temperature profile is allowed to develop under the individual 
thermal boundary conditions. 

a) Constant wall temperature (Tw = const.) 

Neglecting viscous dissipation, fluid axial conduction and thermal energy sources the solution of 
the problem is called in the literature the Graetz problem [Graetz, 1885], who solved this configuration 
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analytically. Based on the Graetz and extended Leveque solutions, the local Nusselt number Nux can 
be obtained from the following formulas depending on the axial co-ordinate x*: 
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[Hausen, 1943] presented the following correlation for the mean Nusselt number Num valid in the 
entire range of x*: 
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The error is in the range of 2% compared to a full numerical solution. The effect of fluid axial 
conduction is negligible for Pe > 50, according to [Hennecke, 1968]. However, the thermal developing 
length lth

* increases considerably from 0.033 for Pe = " to 0.5 for Pe = 1. The dimensionless 
temperature distribution T* as a function of r/R and x* is depicted in Figure 10.5.3(a) and the mean 
local Nusselt number Nux and the mean Nusselt number Num is shown in Figure 10.5.4(a). 

b) Constant wall heat flux (qw = const.) 

Similar to the Graetz problem with Tw = constant solution, the thermal entrance length for the 
thermally developing flow with qw = const. is of large practical interest. The solution obtained for this 
problem can be analytically expressed in terms of a series as demonstrated by [Siegel, et al., 1958] or 
[Hsu, 1965]. Based on the Graetz type and Leveque solutions also the mean local Nusselt number Nux 
and the mean Nusselt number Num can be expressed by approximation formulas, which where derived 
by [Bird, et al., 1960]. 
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The error made by the approximation is about ,2% compared to the exact solution. From the 
analysis of [Hennecke, 1968] the effect of fluid axial conduction is negligible for Pe > 10 if x* > 0.005, 
which is less than for constant wall temperature. The thermal entrance or developing length lth

* is 
found to be 0.0430527, see [Grigull and Tratz, 1965]. 

c) Convectively heated or cooled duct wall (condition b in Section 10.5.2) 

The convective boundary condition can also be solved by means of a series expansion incorporating 
the Biot number, see [Hsu, 1968]. The local Nusselt numbers as a function of the dimensionless 
distance x* for different Biot numbers are shown in Figure 10.5.4(b). The curves corresponding to 
Bi = 0 (qw = const.) and Bi!- (Tw = const.) are the same as in Figure 10.5.4(a). 
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Figure 10.5.3. Dimensionless temperature distribution in the thermal  
entrance region of a circular duct and a thermally developing laminar  

flow as a function of the dimensionless length x* for the thermal condition  
Tw = constant (a) and the condition qw = constant (b) from [Grigull and Tratz, 1965] 
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Figure 10.5.4. Nusselt number as a function of the dimensionless entrance length x*  
for a hydraulically developed and thermally developing laminar flow in a circular tube 

a) Local and mean Nusselt numbers Nux and Num for Tw = constant and qw = constant 
b) Local Nusselt number Nux for mixed convective thermal boundary conditions expressed by the Biot number 
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10.5.4.4 Simultaneously developing flow 

All results presented so far have been based on the rather idealised assumption of an already 
hydraulically fully developed flow. This assumption is in most cases far away from the practical use in 
liquid metals, because in flows with the Prandtl number being far below unity, the hydraulic entrance 
length is considerably longer than the thermal one (see discussion in Section 10.5.1). The idealisation 
of a fully developed velocity profile at the duct inlet may lead to a significant error in the predicted 
performance. In such cases, the results pertaining to simultaneously developing velocity and 
temperature profiles should be applied. An inherent result of the both flow types developing is that the 
solution depends immediately on the Prandtl number. Subsequent we discuss the results for a circular 
duct for different thermal boundary conditions. 
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a) Uniform wall temperature (Tw = const.) 

For Pr!- the flow is hydraulically already developed before the temperature profile starts 
developing. This represents the limiting case discussed in Subsection 10.5.3.3. According the Nussel 
numbers curves coincide. In case of a good conducting fluid, assume idealised that Pr = 0 the 
temperature profile develops much faster than the velocity profile. So in this limiting case, while the 
temperature profile develops the velocity distribution remains nearly unchanged. The non-modified 
velocity profile with its small boundary layer has a large flow rate close to the wall, which 
immediately yields considerably larger heat transfer from the wall expressed by the Nusselt number. 
The solution for the limiting cases were already obtained by [Graetz, 1883] and rediscovered by 
[Leveque, 1928]. For the ideal case of Pr = 0 and Pr!- the solutions can be expressed by analytic 
means, while for the other Prandtl number series expansions incorporating Bessel functions and 
numerical approximations are necessary. The mean and the local Nusselt numbers Nux and Num as a 
function of the dimensionless entrance length x* for different Prandtl numbers are displayed in 
Figures 10.5.5(a) and (b). 

Figure 10.5.5. Local and mean Nusselt numbers Nux (a) and Num (b)  
as a function of the dimensionless entrance length x* for a simultaneously  
developing flow in a circular tube with the thermal boundary condition  
Tw = constant and for different fluids expressed by the Prandtl number 
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Note that for Pr = 0 the local and the mean Nusselt number approach the value of 5.7832, 
whereas the remainder of the curves approach the value of 3.6568. The thermal entrance lengths for 
the simultaneously developing are according to [Bhatti, 1985] found to be: 
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b) Uniform wall heat flux (qw = const.) 

A similar approach like for the previous thermal boundary condition can be used for the case with 
a uniform wall heat flux. It is interesting to note, that the curve for the local Nusselt number in case of 
Pr = 0 tends for large x* to the asymptotic value of 8, which is about 40% more than for the uniform 
wall temperature condition. The dependence of the local Nusselt number as a function of the entrance 
length is shown in Figure 10.5.6. Not only the heat transfer is larger in for the uniform wall heat flux 
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but also the thermal entrance length increases. In case of well molecular conducting fluids it is by 50% 
larger than for the uniform wall temperature. The analysis performed by [Bhatti, 1985b] yields the 
following values: 
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Figure 10.5.6. Local Nusselt numbers Nux as a function of the dimensionless  
entrance length x* for a simultaneously developing flow in a circular tube  
with the thermal boundary condition qw = constant and for different fluids 
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10.5.5 Summary on the laminar heat transfer  

Within this section the laminar heat transfer has been considered for different thermal boundary 
conditions. The description has been focused to describe the main effects of developing length, heat 
local and global transfer performance under different thermal boundary conditions. The effect of the 
fluid properties in the non-dimensional sense were found to play a crucial role for developing flows. 
This section was intended to define the terminology of the individual transport properties, which will 
be kept the same throughout this chapter on thermal-hydraulics. 

The central task of this laminar heat transfer section was to determine the wall heat flux transferred 
at the fluid wall interface in dependence on the specific geometries (here mainly the circular duct) and 
on the fluid properties. More details on the heat transfer in other geometries may be taken from [Shah 
and London, 1985]. The wall heat flux is given by qw = -�(�T/�n)w and it depends only on the 
molecular heat conductivity of the individual fluid and the temperature gradient at the wall. 

Although the laminar heat transfer is a pure molecular transport process the flow field plays an 
essential role. For the convective transport of internal energy or enthalpy the flow is responsible and 
influences the temperature gradient in a significant manner. It is obvious that the heat transfer can be 
enhanced by increasing the flow velocity. The faster energy is convectively transported the more 
energy can be removed from the wall. For incompressible fluids the flow field is determined by only 
one characteristic number. In forced convective problems this is the Reynolds number ,while in 
buoyant convection the Grashof number appears. In both characteristic numbers the molecular 
viscosity � appear, which is responsible for the momentum exchange. For the heat exchange in a 
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flowing liquid the ratio of the molecular viscosity � to the molecular heat conductance . = �/(� cp), the 
so-called Prandtl number, is of crucial importance. In contrast to the Reynolds or the Grashof number 
the Prandtl number is a pure material constant and it depends only on the fluid properties. 

One normalises the wall heat flux with an appropriate temperature difference and this is named 
the heat transfer coefficient $ = qw/�T. The heat transfer coefficient can be represented non-dimensional 
in different manners. The Stanton number is the ratio of the wall heat flux to the enthalpy difference 
density and does not contain the heat conductivity. More often used is the Nusselt number, in which 
the heat transfer coefficient multiplied with a characteristic dimension is related to the molecular heat 
conductivity. In case of pure forced convection the results can be compressed in the way: 
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The expression Nux/0Rex increases with rising Prandtl number. This does not mean that the heat 
transfer or the heat transfer coefficient also increases with increasing Prandtl number, because the 
Nusselt number itself contains the molecular heat conductivity. 

For a fully developed flow (both thermally and hydrodynamically) the heat transfer is given only 
by a constant Nusselt number. The constants depend uniquely on the chosen thermal boundary condition. 
The Prandtl number influences only the heat transfer in the thermal entrance (or developing) region. 

In order to determine the heat transfer correlation there exist in principle the following possibilities: 

  Analytic solutions including the whole set of conservation equations. Mostly, this is only 
applicable for drastic simplifications like the fully developed duct flow or the Couette-flow. 

  Numeric solution of the conservation equations. This requires a lot of effort in computing 
time and memory capacity, since the equations are of elliptic type. However, the progress of 
the computers in calculation power makes many problems even now tractable. 

  Exact solutions of the boundary layer equations. The similar solutions are of major 
importance for the determination of heat transfer correlations, since they are available in 
tables, diagrams or in form of series approximations. 

  Numeric solutions of the boundary layer equations require mathematical effort, but are with 
commercially available computational fluid dynamics codes easier accessible than in the past. 

  Approximate solutions using integral methods. They are less accurate than numeric solutions 
but they are still in practical use. The numeric effort is low and complex and expensive codes 
are not necessary.  

  Analogies between heat and momentum transfer are only applicable for Pr = 1 fluids and are 
results of exact solutions. 

  Empirical correlations. They must be used if complex geometries do not allow another solution. 

10.6 Turbulent momentum exchange 

Turbulent flows are of immense technological importance for all liquid metal applications as they 
occur normally under usual operation conditions. The main advantage of turbulent flows over laminar 
flows is that they are capable of providing vastly enhanced heat and mass transfer rates. However this 
is at the expense of increased friction factors accompanying the turbulent flows. 
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The fluid flow and heat transfer characteristics of all ducts are described in terms of certain 
hydrodynamic and thermal parameters. Many of them have been explained in the sections of the 
laminar momentum and energy exchange. In order to describe turbulent flows additional parameters 
that are peculiar to turbulent duct flows will be defined. 

10.6.1 Description of turbulence 

In the year 1883 Osborne Reynolds showed with his famous colour stripe water experiment that a 
laminar tube flow above a certain flow rate turns into a turbulent flow. This critical threshold or border 
for the transition is given by a critical Reynolds number. He found in the experiments that the transition 
occurs at Recrit 1 2.300 and supposed that the laminar-turbulent transition is a stability problem. For 
the development of turbulence mainly two questions are of importance: 

  How develops turbulence from a laminar flow? This is essentially the stability problem of the 
laminar turbulent transition, which has been initially solved by Tollmien 1929 by means of a 
perturbation analysis. A detailed description of the methodology, the assumptions used and 
the interpretation of the obtained results for this type of analysis is far beyond this chapter. 
Here, a extensive amount of literature exists. As examples the books of [Schlichting, 1979], 
[Lin, 1961], [Betchov and Criminale, 1967] and [White, 1974] are recommended for the 
interested reader. 

  How emerges turbulence in an already turbulent flow? Why remains a turbulent flow 
turbulent? This is mainly a question of the production of turbulence. 

Turbulent flows are always unsteady, three-dimensional and stochastic. From experiments it is 
known that the laminar turbulent transition is accompanied by: 

  an increase of the pressure drop; 

  an increase of the boundary layer thickness. 

This is caused by turbulent diffusion. Due to the intense macroscopic oscillation motion the 
turbulent velocity profile becomes “fuller” and the turbulent boundary layer gets thicker than in the 
laminar case. All variables in the turbulent flow depend on the spatial co-ordinates x, y and z and the 
time t. Restricting the considerations to incompressible single component flows the unknowns of the 
isothermal flow are u, v, w and p which are all functions of the three space co-ordinates and the time. 
Consider a in the mean steady flow, which means that it is statistically steady, then the flow variables 
can be decomposed in a time averaged mean value plus the fluctuations around the mean value. For 
the velocity this so-called Reynolds decomposition reads to: 
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where we have used the tensorial notation in the form ui = (u, v, w). The time averaged mean is given by: 
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where the time interval �t, over which is integrated, must be sufficiently large but not too large to 
retain the capability to study long term unsteady changes of the flow. By definition the time average of 
the fluctuations diminishes, but the mean value of their squares is far from being zero. The turbulence 
intensity or RMS value is given by: 
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The relative intensity of the velocity fluctuations is defined: 
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is called the turbulence level. According to [Jischa, 1982] the turbulence level is about 1% downstream a 
sieve, approximately 10% close to a wall and more than 10% in a free jet. Generally, the turbulent 
flow types can be divided in three classes: 

  Isotropic turbulence: The statistic properties in the whole flow field are the same and are 

independent of the direction ( 222 ’’’ wvu �� ). They are invariant against any translation and 
rotation of the co-ordinate system. 

  Homogeneous turbulence: All statistic properties depend only on the direction and not on the 
location. They are translation invariant. 

  Anisotropic or shear turbulence: This is of practical interest in technical applications, since it 
appears in boundary layer flows, free jets, duct flows, etc. 

10.6.2 Reynolds equations for turbulent flows and derivation of transport equations 

The unsteady Navier-Stokes equations are generally considered to be valid for turbulent flows in 
the continuum regime. However, the complexity and random nature of the turbulent motion prevents 
an exact solution of these equations. Most of the present day prediction methods for turbulent flows 
are based on the time averaged Navier-Stokes equations. These equations are referred to as the Reynolds 
equations. Time averaging the equation of motion gives rise to new terms which can be interpreted as 
apparent stress gradients or heat flux quantities associated with the turbulent motion. These new 
quantities must be related to the mean flow variables through turbulence models. This transfer process 
introduces further assumptions and approximations. Thus, this attack on the turbulent flow problem 
through solving the Reynolds equations of motion does not follow entirely from fist principles, since 
additional assumptions must be made to “close” the system of equations. In the subsequent listing of the 
Reynolds equations, one in the mean steady flow of an incompressible Newtonian fluid is considered. 

  Reynolds form of the continuity equation: 
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  Reynolds form of the momentum equation: 
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Here appears the apparent or virtual Reynolds stress tensor �tur = -�� ’
j

’ uu
i

 which differs from the 

molecular one which is given by �ij = � � �jiij xuxu ����� // . It is important to note that the additional 

Reynolds stresses are only registered in relation to the temporal mean motion. The equation of motion 
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for the instantaneous quantities does not contain any additional turbulence term. The transition from 
the instantaneous equations of motion to the Reynolds equation of motion makes the turbulence 
problem obvious. The “price” of the temporal averaging is the introduction of the unknown Reynolds 
stress tensor, which originates from the non-linear convective terms in the Navier-Stokes equations. 
The major task in solving the turbulence problem is to correlate the Reynolds stress tensor with the 
temporal mean velocity field by means of appropriate turbulence models. The methodology to solve 
the unknown Reynolds stress tensor is performed using balancing equations. Like any other transport 
quantity it must obey a common form. These types of balancing equations often called transport 
equations are the basis for nearly all new closure assumptions. 

The starting point for the formulation of the transport equations is the derivation of the 
Navier-Stokes equation for the instantaneous quantities. Following a strict mathematical derivation 
process according to [Rotta, 1972] the transport equations for the Reynolds stress tensor is obtained: 
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Herein C is the convective change and P the turbulence production, which is the product of the 
Reynolds stress tensor with the velocity gradients of the time averaged mean velocity. DS represents 
the turbulent dissipation, which is essentially a negative production, PSC is pressure shear correlation, 
which contributes similar like the diffusion D to the reorganisation of the flow. The production term is 
the most essential one, since it describes that only in flows with a velocity gradient (shear flows) 
turbulence can be maintained. The velocity gradient of the time averaged velocity is the generator of 
turbulence. The necessary energy is taken from the mean flow. The tensor equation exists of nine 
components. An important case of the transport equation is obtained by the formal contraction i = j, 
for which the transport equation of the turbulent kinetic energy k is obtained. If one defines k as  

k = 1/2 � �2’2’2’2’ 2/1 wvuv j ���  the transport equation for the turbulent energy reads to: 
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in which 3 is the dissipation. The turbulence energy is not averaged and the turbulent dissipation 3 is 
given by: 
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The transport equations play an essential role in the development of modern turbulent flow 
calculation methods. Although the Reynolds stress tensor can be described by the transport equations, 
these equations does not solve the closure problem, since they contain unknown correlation functions. 
For the correlation functions new transport equations can be formulated, which themselves contain 
new unknown correlations. The order of the obtained tensors increases with each step by the factor one. 
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To summarise, the closure problem can not be solved directly. There exist always more unknowns 
the available equations. The only closure possibility is the use of semi-empirical closure assumptions, 
which in the simplest form can be applied directly to the Reynolds equations like the Prandtl mixing 
length model. 

10.6.3 A flashlight on turbulence modelling 

Several attempts have been made to solve the turbulence closure problem by the introduction of a 
succession of turbulence models. The simplest one of them is Prandtl’s mixing length model, see 
[Prandtl, 1928]. This model and its variations on the hand of [Taylor, 1915], [v. Karman, 1931] and 
[Van Driest, 1956] have proven reasonably adequate for plain two-dimensional flows. 

For the general case of three-dimensional flows higher order turbulence models are required. 
They utilise one or more partial differential equations derived from the modified Navier-Stokes 
equations for quantities like the turbulent kinetic energy k, the kinetic energy dissipation 3, and the 
components of the turbulent stress tensor �ij. 

The turbulence model employing the single partial differential equation for the turbulent kinetic 
energy in conjunction with the algebraic expression for the turbulence length scale (e.g. Prandtl 
mixing length l) is referred to as the one equation model or k-l-model. 

Another model, employing the partial differential equations for the kinetic energy and its dissipation 
is called the two-equation k-3 model, which has bee initially proposed by [Harlow and Nakayama, 
1968] and modified by [Jones and Launder, 1972] and [Launder and Spalding, 1974]. It is technically 
most often used and spread nearly throughout all commercially available codes. Many applications of 
the k-3 model have made use of wall functions to treat the near wall region. Alternatively, additional 
terms have been added to the k and 3 to extend their applicability to the viscous sublayer by [Jones and 
Launder, 1972] or [Chien, 1982]. In this connection the viscous sublayer is often referred to as the 
region of low turbulence Reynolds number (k1/2l/�). The inner model is crucial for complex turbulent 
flows as for example those containing flow separation or severe property variations. The uncertainty 
of such inner-region modelling for complex flows appears to limit the range of the applicability of the 
k-3 model. The k-3 models that have been modified so that they are applicable in the viscous sublayer 
[Jones and Launder, 1972 or Rodi, 1980] are known as low Reynolds number k-3 models. Details of 
such models are beyond the aim of this article. Modifications to the k-3 model to include the effect of 
buoyancy and streamline curvature on the turbulence structure have also been proposed. Numerous 
other two-equation models have been suggested, the most frequently used being the Ng-Spalding 
[Ng-Spalding, 1972] model, and the [Wilcox and Traci, 1976] model. All of these models employ a 
modelled form of the turbulence kinetic energy equation, but the modelling for the gradient diffusion 
term is different. The most striking difference, however, is in the choice of dependent variable for the 
second model transport equation from which the length scale is determined. Often two-equation models 
coexist; a famous example is the so-called shear stress turbulence model (SST). The SST model 
combines the advantages of the k-3 model with the ones of the k-4 model, where 4 is the vorticity.  
It takes advantage of the fact that for using in the near wall region the k-4 model an analytical solution 
for the viscous sublayer is known for small y+ values, see e.g. [Wilcox, 1986]. The matching of the  
k-4 model close to all walls to the k-3 model in the rest of the fluid domain is performed by means of 
blending functions. 

The complicated multi-equation models involve solutions of the partial differential equations for 
all components of the turbulent stress tensor and are referred to as stress equation models. A brief 
description of the turbulence models together with pertinent references is amongst the tremendous 
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literature available in this field given in the articles and books by [Reynolds, 1976] and [Arpaci and 
Larsen, 1984]. Here only the main ideas of these Reynolds stress models (RSM) are outlined. RSM 
models are those models that do not assume that the turbulent shearing stress is proportional to the rate 
of strain. That is for a 2-D incompressible flow: 
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in which �t is the turbulent viscosity being �t ~k2/3. The most widely used Reynolds stress models are 
those of [Hanjalic and Launder, 1972], [Launder et al., 1975] and [Donaldson, 1972]. The RSM 
require at least three additional partial differential equations (PDE) compared to the k-3 model and the 
RSM must still utilise approximations and assumptions in modelling terms which presently are 
difficult to measure experimentally. A simplification of the Reynolds stress modelling known as an 
algebraic stress or flux model has a large popularity in isothermal flows. This approach is discussed in 
detail in [Rodi, 1981]. In the algebraic stress modelling it is generally assumed that the transport of the 
Reynolds stresses is proportional to the transport of the turbulent kinetic energy. For boundary layer 
flows without buoyancy effects, the algebraic stress model results in: 
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which is identical to the results obtained from the k-3 model. However, in the algebraic stress model, 
C� becomes a function of the ratio of the production to dissipation of the turbulent kinetic energy 
rather than a constant. 

10.6.4 Boundary layer approximations 

Many technical flows have boundary layer character. The laminar boundary layer equations as 
derived in Section 10.4.2 can not be transferred to the turbulent case because the oscillation velocities 

kv�  are rapid in space and time and so their derivatives are not negligible compared to the other terms, 
although their absolute magnitude is an order of magnitude smaller than the mean values. Thus the 
boundary layer approximation must be directly derived within the Reynolds equations and the 
transport equations. The procedure is similar to that for the laminar flow and the details may be taken 
from textbooks like [Burmeister, 1983] or [Anderson, et al., 1984]. For a two-dimensional flow the 
boundary layer equations read to: 
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in which p� is the pressure at the border of boundary layer to the bulk flow. A similar procedure can be 
performed for the transport equations and one obtains according to [Jischa, 1982] the transport equation 
for the shear stress and the turbulent kinetic energy equation in the form (10.69) for a 2-D flow. 
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(10.69)

The most terms in both transport equations can be measured experimentally, except for the local 
pressure oscillations. Fortunately the pressure oscillations do not appear in the equation for the 
turbulent kinetic energy. 

Most flows are confined by walls and by approaching the wall the velocity oscillations hence the 
Reynolds shear stress approaches zero. 
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If we assume a fully developed 2-D turbulent flow near a wall all statistic properties depend only 
on the co-ordinate y. Since the derivate of the velocity in axial direction vanishes, the continuity 
equation immediately yields that the mean velocity in y-direction is also zero. In this specific case 
convective terms and the pressure are zero in the Reynolds equation and it remains: 
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With the boundary condition at the wall one gets: 
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Obviously only the parameters �, �w/� appear and one defines shear stress velocity u� as: 
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where f is the friction coefficient f = 2�w/(� u0
2). Defining the dimensionless co-ordinates u+ and y+ in 

the way: 
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the velocity distribution close to the wall can be given in an universal manner u+ = f(y+). The solution 
of f in the immediate vicinity of the wall is immediately obtained because the velocity fluctuations 
close to the wall are zero and at the wall the non-slip condition holds, so that u+ = y+. This is the 
so-called viscous sub-layer, in which the molecular shear stress is significantly larger than the 
Reynolds stress. With increasing distance from the wall the Reynolds stress grows considerably and 
simultaneously the molecular part becomes negligible. This yields to a logarithmic expression for the 
dimensionless velocity in the form: 
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which was initially determined by Prandtl 1932. Between the viscous sublayer and the fully turbulent 
boundary layer a transition layer appears, for which different but mostly logarithmic functions can be 
used. An overview on the different definitions between viscous sublayers and fully developed 
boundary layer may be taken from [Shah and London, 1978]. 

For the transition of the anisotropic turbulent boundary layer towards the isotropic core flow the 
logarithmic laws loose their applicability. Within this region the so-called wake laws are introduced. 
There exist numerous articles for the velocity profile description in pipe flows, in which many differ 
only by the constants chosen for the wake profile. A comprehensive picture on the dimensionless 
velocity distribution in liquid metal flows can be found in the PhD thesis by [Fuchs, 1973]. Newer 
results can be taken from [Zagarola, 1996, 1997], [Barenblatt and Chorin, 1998] [Guo and Julien, 2003]. 

10.6.5 Summary 

The numerical prediction of turbulent boundary layer flows is mainly possible on the basis of 
semi-empirical closure assumptions. They are applied directly in the Reynolds equations or in the 
transport equations. The applicability of closure methods of the first order is rather limited and thus 
mainly closure assumptions of higher order are applied, which numerically can be applied with rather 
small effort. 

Fortunately for the formulation of semi-empirical assumptions a lot of experimental data exist and 
so the turbulent momentum transfer can be satisfactory described for the forced convective liquid 
metal flow in simple geometries with a high degree of accuracy. Regarding the turbulent momentum 
transport in fully developed forced convective flows the only influencing parameter is the Reynolds 
number and thus pressure drop correlations, friction factors as well as production and dissipation rates 
can be taken from standard engineering handbooks for the individual geometry considered in the 
application. This is completely different to the turbulent energy exchange, since there next to the 
velocity data temperatures have to be determined. One should be careful to define a heavy liquid metal 
experiment with a small heat transfer rate to be a solely forced convective flow if only Reynolds 
number is quite large. This holds especially for horizontal arrangements of the experiments. Mercury 
experiments performed by [Gardner, 1969] or [Lefhalm, et al., 2004] have shown that even at Reynolds 
numbers Re > 105 buoyancy forces can become important and modifies the local flow quantities. 

10.7 Turbulent energy exchange 

Regarding the turbulent energy the similar procedures as for the turbulent momentum exchange 
can be applied. Unfortunately less experimental data are available for the turbulent energy exchange in 
liquid metals than for the turbulent momentum exchange where also data from other fluids can be 
applied. Thus, a lot of correlations appear which were derived only from one experiment sometimes 
with speculations on their boundary conditions. So often no uncertainty estimates can be given. 

The energy equation of a steady flow of an incompressible fluid in the temperature notation 
writes to: 

��
	



��
�


�
�

�
�
�

�
�
�

����
	



��
�


�
�

�
�
�

�
�
�

�
�
�

����
	



��
�


�
�

�
2

2

2

2

2

2

2

2

or
z

T

y

T

x

T

z

T

y

T

x

T
uc

x

T

x

T
vc p

kk
kp  

(10.76)



431 

10.7.1 Reynolds equations for the turbulent energy exchange  

When the turbulent stream involves heat transfer its instantaneous temperature Ti can be 
decomposed according to Reynolds in a fluctuating component and a time averaged value. The time 
averaged component must not be confused with the bulk mean temperature Tm. The former is a local 
quantity at a discrete point, whereas the latter is a flow average quantity across the whole ducts 
cross-section. The Reynolds approach leads to the following equation: 
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(10.77)

in which RH is the apparent or virtual heat flux often referred to as the Reynolds heat flux. The 
Reynolds heat flux exists only due the temporal averaging of the equations. It describes a macroscopic 
exchange originating from the oscillating components. In contrast to the Reynolds shear stress tensor 
the Reynolds heat fluxes are vectorial quantities, because the transported property contains a scalar in 
comparison to the vectorial momentum. Also for the heat flux transport equations can be derived. In 
contrary to the momentum transport the turbulent energy exchange is referred to as a passive transport 
process. 

Similar to the momentum exchange also boundary layer approximations can be applied to the 
energy equation. For a 2-D in the mean steady flow of an incompressible fluid they read to: 
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10.7.2 Analogies between fluid flow and heat transfer parameters 

In analogy with Newton’s law of friction for the laminar shear stress � a law of the friction for the 
apparent turbulent stress �tur was introduced by [Boussinesq, 1877]: 
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where �t is an apparent viscosity also referred to as a virtual or eddy viscosity. Note that the eddy 
viscosity is not a property of the fluid like the dynamic viscosity �, but depends on the time average 
flow velocity. In analogy with the molecular momentum diffusivity �, eddy diffusivity for momentum 
3M is often required to characterise turbulent flow. � and 3M are defined as: 
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In analogy with Fourier’s law of heat conduction for laminar flow, a law of heat conduction for 
turbulent flow is introduced. These laws are: 
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where �tur is an apparent (virtual or eddy) conductivity, which is also not a fluid property, but depends 
on the time average flow velocity as well as on the time-average bulk mean temperature. In analogy 
with the thermal diffusivity ., an eddy diffusivity for heat transfer, 3H is defined. 
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Furthermore, in analogy with the molecular Prandtl number Pr, a turbulent Prandtl Prt number is 
introduced: 
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Experiments on the turbulent Prandtl number in circular tubes exhibit that the turbulent Prandtl 
number depends on the Reynolds number Re, the molecular Prandtl number Pr and the distance from 
the wall expressed by (y/R). Such a relation in the form: 
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is expected. [Eckert and Drake, 1972] collected measurements of the turbulent Prandtl number for 
various fluids including heavy liquid metals. They wrote, “The experimental difficulties are obviously 
so large, that no satisfying coherence between the individual data sets can be established for the liquid 
metals.” [Fuchs, 1973] describes the problems in more detail. The main error sources are: 

  determination of the temperature and velocity gradients from a measured temperature and 
velocity distribution; 

  determination of the correlation ’’Tv , as well as which is in liquid metals hardly possible due 
to the lack of adequate measurement techniques. 

Consider a fully developed turbulent flow in a circular duct. Within such a problem the resulting 
wall shear stress � and the resulting heat flux q can be described using the turbulent exchange 
quantities in the following way: 
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(10.85)

The Reynolds analogy 

In fully turbulent flows � << 3M and . << 3H except for the immediate vicinity of the wall. If one 
assumes that the turbulent energy transport has a constant ratio as the turbulent momentum transport, 
in the extreme case 3H = 3M this yields immediately Prt = 1. This major assumption is called the 
Reynolds analogy and yields immediately for Prt = 1: 
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This can be easily integrated, assuming at the wall non-slip for the mean velocity and the wall 

temperature Tw for � �0�yT  and for the outer flow the position is used at which the mean velocity and 

the mean temperature is attained, i.e. u = u0 and T = Tm. Both quantities are defined: 
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Assuming the Reynolds analogy in the tube this immediately yields for the friction factor c� and 
for the Stanton number St the following result: 
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The Reynolds analogy yields good results for molecular Prandtl numbers larger than Pr > 0.71.  
It is also embedded in a lot of commercial code systems using the k-3 model. It definitely fails describing 
the heat transport in liquid metals because the initial boundary condition of 3H~3M and constant is not 
fulfilled for this type of fluids. Thus, any approach of a constant Prandtl number assumption that 
means using the Reynolds analogy will lead to miscellaneous results. This problem is known since 
[Martinelli, 1947] and has during the last two decades been reviewed critically by several authors like 
[Grötzbach and Wörner, 1992], [Kays, 1994], [Carteciano and Grötzbach, 2003] or [Arien, 2004]. 

The Prandtl analogy 

Within this approach the flow field is separated into two domains a viscous sublayer and a fully 
turbulent bulk flow. In the viscous sublayer the molecular viscosity is larger than the eddy viscosity and 
the molecular conductivity dominates over the eddy diffusivity, i.e. � (( 3M and . (( 3H. This yields: 
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The relations can be integrated from the wall to the border of the laminar sublayer, for which 

u = u1 and T = T1 is assumed. For the fully turbulent bulk the model takes use of the Reynolds analogy 
with the assumptions � << 3M and . <<3H and using them the Eqs. (10.85) can be integrated from the 
border of the sublayer towards the bulk, which yields the result: 
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The velocity at the border of the viscous sublayer in direction of the bulk is known since there 
u+ = y+ holds. Setting y+ = 5 the relation (10.91) known as Prandtl analogy is obtained, which reads for 
the Stanton number to: 
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For Pr = 1 the Prandtl analogy is similar to the Reynolds analogy. The impact of the molecular 
Prandtl number is reflected by taking it into account in the viscous sublayer. The factor 5 is arbitrary. 
But, due to the increase of the turbulent Prandtl number with decreasing molecular Prandtl number, as 
observed in numerous experiments, the Prandtl analogy is only very restricted applicable to liquid metal 
flows. The largest hint is the assumption that except for the viscous sublayer the turbulent Prandtl 
number is set to unity, although the thermal boundary layer is considerably larger than the viscous one. 

V. Karman analogy 

Following the ideas of Prandtl, v. Karman divided the flow field instead of two into three layers, 
the viscous sublayer (y+ < 5) a transition layer (5 < y+ < 30) and the turbulent wake (y+ > 30). In the 
intermediate transition layer he assumed an identity of the molecular and the turbulent quantities, 
i.e. � � 3M and . � 3H, and obtained for the Stanton number the following relation. The exact derivation 
may be taken from the book of [Gebhardt, 1971]: 
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Again for Pr = 1 the Reynolds analogy is obtained. 

Further analogies 

[Martinelli, 1947] extended the three layer model of v. Karman in the way that he considered both 
the molecular heat conductivity and the eddy diffusivity in the full turbulent range. Using this approach 
his analogy is applicable also to liquid metals. The considerations of Martinelli [Martinelli, 1947] and 
especially its restrictions are extensively discussed in the books of [Rohsenow and Choi, 1961] as well 
as in [Knudsen and Katz, 1958]. The results obtained consist of a number of tables. [Rohsenow and 
Choi, 1961] even extended Martinelli’s ideas by implementing a relation of Prt = f(Pr). However, a 
comparison of the results with the experiment show only satisfactory results for Peclet number larger 
than Pe > 700. Moreover, the turbulent Prandt number remains space independent, which does not 
hold for liquid metals as the following paragraph denotes. 

10.7.3 Experimental observations of the turbulent heat transport 

The equation (10.84) in particular makes clear that to evaluate the turbulent Prandtl number at 
any point it is necessary to measure four quantities: the turbulent shear stress, the turbulent heat flux, 
the velocity gradient and the temperature gradient. This is the reason why direct measurements of 
turbulent Prandtl numbers in duct flows are relatively scare and hardly available in boundary layers. 

Despite the large experimental difficulties it is clear that the turbulent Prandtl number is larger 
than unity in case of the liquid metals, because liquid metals possess a large molecular conductivity 
compared to their molecular viscosity. A turbulence parcel will transfer in liquid metals easier energy 
than momentum to the adjacent fluid. Thus, the turbulent Prandtl number should increase with 
decreasing molecular Prandtl number. There is an influence of the wall distance (y/R) on the turbulent 
Prandtl number in fully developed flows. In the majority of the experimental investigations Prt seems 
to decrease with increasing distance from the wall, see [Azer and Chao, 1960] or [Davies, 1969]. For the 
fully developed turbulent flow in circular tubes the local turbulent Prandtl number Prt was evaluated in 
detail by [Fuchs, 1973] in sodium with a molecular Prandt number Pr = 0.007 as a function of y/R. 
The experimental results are depicted in Figure 10.7.1(a). This general tendency is supported by the 
measurements of [Sleicher, et al., 1973] or [Brown, et al., 1957]. 
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Besides the dependence of the turbulent Prandtl number on the radial co-ordinate the dependence 
of the measured mean turbulent Prandtl number Prtm on the molecular Prandtl number seems to be 
even larger, as depicted in Figure 10.7.1(b). The experimental data on the mean turbulent Prandtl 
number define show a quite large scatter for the liquid metals, which can be partially be explained by 
the reasons mentioned in [Fuchs, 1973]. Another aspect may be also the fact of the determination of 
the mean turbulent Prandtl number Prtm. For an exact formulation it should be gained from the 
Lyon-Integral [Lyon, 1951] in the form: 
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(10.92)

and assuming a constant molecular Prandtl number in the cross-section of interest one gets: 
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where Numin is the Nusselt number in case of pure heat conduction. Some authors tried based on 
different assumptions to derive formulas for the mean turbulent Prandtl number. This aspect will be 
discussed in the context of the different closure models in the next section. 

Figure 10.7.1. (a) Measured turbulent Prandtl number Prt as a function  
of the dimensionless distance (y/R) in a fully developed turbulent circular duct  

flow with a constant wall heat flux (qw = const.) from [Fuchs, 1973]. b.) Measured  
mean turbulent Prandtl number Prtm for different molecular Prandtl numbers  

Pr for a fully developed turbulent circular duct flow with a constant wall heat flux  
(qw = const.) for two different Reynolds numbers Re = 2.104 (open symbols) and Re = 105. 

The experimental data are from [Fuchs, 1973] for � Na, [Buhr, et al., 1968] for O NaK and 	 Hg,  
[Subbotin, et al. 1962] 
 Na, �PbBi, [Sleicher, 1958] �air, [Allen and Eckert, 1964] +water 
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From the experimental observations the following statements on the mean turbulent Prandtl number 
Prtm can be made: 

  For Pr + 1 (air water, oil, etc.) the turbulent Prandtl number seems to be constant and 
independent of the Reynolds number and molecular Prandtl number. 

  The influence of the Prandtl number and the Reynolds number increases both with decreasing 
Prandtl number and decreasing Reynolds number. 

  The turbulent Prandtl number increases with decreasing Prandtl number and decreasing 
Reynolds number. 

10.7.4 Closure methods for the turbulent heat flux 

The knowledge of the turbulent Prandtl number is a central problem of all theoretical considerations 
concerning the turbulent heat transfer in two-dimensional boundary layers or in duct flows. A large 
number of models have been published in the past which address the prediction of the turbulent 
Prandtl number Prt for such situations. There is a very strong influence of the molecular Prandtl 
number on the value of Pr, for fluids with very low Prandtl numbers (liquid metals). Additionally, 
here is an influence of the wall distance on the value of the turbulent Prandtl number which tends to 
increase Pr, close to the wall. This increase in Pr, near the wall is especially important for high Prandtl 
number fluids because of the very thin thermal boundary layer. Outside this thin layer near the wall the 
turbulent Prandtl number seems to be constant for Pr > 1. Because of the strong dependence of Pr, on 
molecular Prandtl number for low Prandtl number fluids (liquid metals) effort has been taken in the 
past to develop prediction models for Prt, which are able to take the dependence of Prt, on the 
molecular Prandtl number as well as the dependence of Prt, on the wall distance into account.  
In principle all the proposals can be divided into mainly four classes (of course containing numerous 
amount of subclasses): 

a) semi-empirical or empirical closure methods of zero and first order; 

b) turbulent Prandtl number from analytic solutions; 

c) modelling of the turbulent heat flux by means of transport equations at different levels; 

d) direct numerical simulation of the whole set of the time-dependent Navier-Stokes equations. 

The length of this chapter extends a little compared to the previous ones. But the currently excessive 
use of numerical simulation tools to design critical components of liquid metal cooled devices in many 
technical fields requires a principle understanding of what is modelled in the individual closure 
assumptions for the turbulent heat fluxes. The type of this modelling plays a decisive role in the 
analysis of the results. It is clear, that not all the details of the modelling can be described within this 
context. However, the main ideas, the assumptions and the approaches yielding to the specific results 
for the different types of closure methods are flash-lighted. Moreover, the limiting parameter range for 
their validity is given as far as known to the author. Hopefully, a list of the most relevant literature is 
cited in this context. At the end of each section a “sometimes” rather personal assessment is given on 
the individual class of closure type. 

a) Semi-empirical closure methods of zero and first order 

Reviews of the existing work of these types of closure methods can be found in the overview article 
by [Reyno1ds, 1975] or in [Kays, 1994]. Within these types of models a whole branch of assumptions 
is hided. 
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The simplest ones are purely empirical correlations, in which the turbulent Prandtl number is 
mainly fitted to experimental data from various experiments, as e.g. by [Notter, 1969]. Some workers, 
though aware of attempts to predict the dependence of the eddy diffusivity ratio an molecular 
diffusivities and position within the flow, have rejected these analytical results, in view of the 
contradictions among the several models, between models and experiments, and even between 
different experiments. In this view [Kunz and Yerazunis, 1969] adopted for the for the turbulent 
Prandtl number of turbulent liquid metal flows in a circular duct: 
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With this they accept deviations of ,0.5 from the experiments they consider and further, it does not 
contain a dependence of the radial co-ordinate. Again, in the view of the scatter of their measurements, 
[Quarmby and Quirk, 1972, 1974] felt that it was impossible to isolate the dependence of the turbulent 
Prandtl number on the molecular Prandtl number and the duct Reynolds number. Nevertheless, they 
found an important variation across the pipe and formulated for their individual experiment the relation: 

� � 14001 �

��� R/y
tPr  (10.95)

This yields a turbulent Prandtl number near the wall of Prt = 0.5, which is considerably to low for 
liquid metal flows [see Figure 10.7.1(a)], while close to the ducts centre a value of Prt 1 1 is obtained, 
which is acceptable for Re > 5.104. These purely empirical results offer neither practical nor fundamental 
advantages. And as matter of fact the effort spent on these methods ended around the late seventies. 

A more theoretical approach offered the individual mixing length models already mentioned in 
the context of the analogies between heat and mass transfer. These analyses seek to account for the 
exchange of momentum and heat transfer between the instantaneous surroundings and a lump of fluid 
which moves across gradients of velocities and temperature. At the end of its journey the lump (mostly 
considered to be a sphere) is assumed to mix instantaneously with the surrounding fluid; the transfer 
rate is calculated using the terminal properties of the moving element. Clearly, these types of models 
are inconsistent in that no account is taken of that fraction of the transferred (heat or momentum) flux 
which is conveyed only part way along the mixing length. This implies more or less a proportional 
relation between turbulent heat and turbulent momentum flux known from the Reynolds analogy. 
Several types of mixing length models were proposed ranging from the beginning fifties up to the end 
of the sixties. The most famous are the Jenkins type mixing models after [Jenkins, 1951] with several 
modifications, which are listed in Table 10.7.1 and basically yield the turbulent Prandtl number as a 
function of the molecular Prandtl number and 3M/�. They do only marginally contain a local dependence 
of Prt on y/R.. 

Table 10.7.1. Different Jenkins type mixing length models and  
their range of validity for the turbulent Prandtl number Prt 

Author Functional form Empirical constants Validity 
Jenkins, 1951 f(Pr, 3M/�) 0 All Pr 
Sleicher and Tribus, 1957 f(Pr, 3M/�) f(3M/�) All Pr 
Roshenow and Cohen, 1960 f(Pr) 1 Pr << 1 
Tien, 1961 f(Pr, 3M/�) 1 All Pr 
Senechal, 1968 f(y2��/(l .)) 1 Pr < 1 
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The other class of mixing length models is formed by the Deissler type models after [Deissler, 
1952], which is focussed on mainly small Prandtl number fluids as the liquid metals. They take into 
account only the heat transfer from the moving element and relate the length scale of an imaginary fluid 
sphere in the temperature gradient field to the mixing length. On this scale only molecular diffusion is 
assumed. These types of models are listed in Table 10.7.2 with their range of validity. A problem here 
is similar as in the Jenkins models that the velocity field is coupled directly to the temperature field, 
although knowing from the experiments that the statistical features of both are different. 

Table 10.7.2. Different Deissler type mixing length models and their  
range of validity for the determination of the turbulent Prandtl number Prt 

Author Functional form Empirical constants Validity 
Deissler, 1952 f(Pe) 1 Pr << 1 
Lykoudis and Touloukian, 1958 f(Pr) 1 Pr << 1 
Aoki, 1963 f(Pr Re2.25) 1 Pr << 1 
Mizushina and Sasano, 1963 f(Pr, 3M/�) 3 Pr < 1 
Mizushina, et al., 1969 f(Pr, 3M/���a/l) 3 Pr < 1 
Wassel and Catton, 1973 f(Pr, 3M/�) 3 All Pr 

 
The more advanced mixing length models adopt a more sophisticated picture of the turbulent 

activity. Thus the defining feature of this category is not the use of an immutable mixing length but the 
introduction of a discrete element which gains or looses heat and momentum as it moves through the 
bulk of the fluid. Nevertheless, also this analysis is constrained by the assumption of a basic analogy 
between momentum and heat transfer, at least in its statistical behaviour. In the article by [Reynolds, 
1975] the individual aspects of these type of models are discussed as well as their advantages and 
disadvantages in use. They seem to fit quite well for the turbulent Prandtl number in duct and plate 
flow but do not generally account for the temporal behaviour of the temperature and flow field. These 
more advanced models are listed in Table 10.7.3. 

Table 10.7.3. Different varied mixing length models and their range  
of validity for the determination of the turbulent Prandtl number Prt 

Author Functional form Empirical constants Validity 
Azer and Chao, 1960 f(Pe, Pr, y/R) 1+ Pr << 1 
Buleev, 1962 f(Pr, Re, geometry) 5 All Pr 
Dwyer, 1963 f(Pr, 3M/�) 2 Pr << 1 
Tyldesley and Silver, 1968 f(Pr) 1 All Pr 
Tyldesley, 1969 f(Pr, ?) 2 All Pr 
Ramm and Johannsen, 1973 f(Pr, Re, geometry) 5+ All Pr 

 
These semi-empirical types of closure methods contains also another group of models which is 

based on the analysis of the Reynolds equations without the direct formulation of transport equations. 
Additionally, [Kays and Crawford, 1993] developed a prediction model for Pr, which can be used for 
all molecular Prandtl numbers. The model contains two empirical constants which must be determined 
from available experimental data. [Cebeci, 1973] adopted van Driest’s idea of near-wall damping of 
the mixing length to propose a turbulent Prandtl number concept. This model was extended by [Chen 
and Chiou, 1981] for liquid metal flow in pipes by incorporating the enthalpy thickness T, in Prt. 
Although the predictions of Chen and Chiou agree well with measured Nusselt numbers for liquid 
metal flows, their model has the disadvantage that an additional nonlinearity is introduced into the 
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energy equation by using the enthalpy thickness �T, in Prt. This restricts the possibility of analytical 
solutions of the energy equation for hydrodynamically fully-developed flows. Furthermore, the 
von Kármán constant is changed in the mixing length expression for their calculation. This might lead 
to misleading results for larger molecular Prandtl numbers. 

Summary on semi-empirical or empirical closure methods of zero and first order 

All semi-empirical closures for the turbulent heat flux independent of their order do not give 
detailed insight in the turbulent exchange mechanisms between the velocity fluctuations and the 
temperature oscillations. For engineering purposes some of them can be applied to assess the heat 
exchange, but one should be careful on the model, its validity and the empirical constants chosen, 
because they often apply only for one fluid in a rather limited parameter field. By nature the Reynolds 
analogy can give only reliable results for large Reynolds numbers, in which the thermal boundary 
layer remains small and the turbulent Prandtl number tends to unity. As soon as one arrives to lower 
Reynolds numbers, this analogy leads to inaccurate results. This should be taken into account also for 
numerical simulations using the k-3 model without an additional turbulent heat flux modelling.  
As benchmark studies have shown, see [Arien, 2004] this can lead to severe discrepancies. 

b) Turbulent Prandtl number from analytic solutions 

[Yakhot, et al., 1987] present an analytic solution based on what they call the “renormalisation 
group analysis method” and this is result is apparently devoid of any empirical input. The relative 
simple equation reads to: 
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(10.96)

It is not clear whether this result is expected to be valid over the entire boundary layer or only in the 
region where the logarithmic law holds. It is remarkable that the results obtained with that relationship 
matches the nearly all experimental observations quite well. And it seems even to work for higher 
molecular Prandtl number. [Kays, 1994] fitted the relation (10.96) by an asymptotic curve in the form: 

� �PrPe.
Pe

.
Pr Mt

t
t �3��� with      850

70  (10.97)

where Pet is the turbulent Peclet number. It looks similar like a suggestion performed by [Reynolds, 
1975] but in that case Prt is an average throughout the whole boundary layer. 

[Lin, et al., 2000] modified the renormalisation group analysis performed by [Yakhot, et al., 1987]. 
Within the model a quasi-normal approximation (see [Chou and Chin, 1940]) is assumed for the 
statistical correlation between the velocity and temperature fields. Due to the statistical approach the 
different time scales of the temperature fluctuations and the velocity fluctuations remain in the model 
and are coupled together by the wave number k. A differential argument leads to derivation of the 
turbulent Prandtl number Prt as a function of the turbulent Peclet Pet number, which in turn depends 
on the turbulent eddy viscosity �M. The functional relationship between Prt and Pet is comparable to 
that of [Yakhot, et al., 1987] but it contains in contrast to the Yakhot, et al. solution the spectral 
properties of both oscillating fields. But, the resulting formula for the effective turbulent Prandtl 
number Preff is very close to Eq. (10.96). It reads to: 
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The apparent resemblance between the formulas (10.96) and (10.98) is quite remarkable not only 
because of the similarity in mathematical structure, but because the results are basically derived entirely 
from different approaches to renormalisation group analysis of turbulence. Prt can be represented in 
terms of Pet for any given molecular Prandtl number Pr. A comparison with the direct numerical 
simulation results (in which the whole set of time dependent Navier-Stokes equation is solved) of 
[Kasagi, et al., 1992] and [Kim and Moin, 1987] shows excellent agreement for a Prandtl number of 
Pr = 0.1. Also a comparison of the results with the experimental data taken from [Bremhost and Krebs, 
Sheriff and O’Kane, and Fuchs, 1973] all measured in liquid sodium at the centreline of thermal 
turbulent pipe flow shows excellent agreement, see Figure 10.7.2(a). Next, they noticed that the Peclet 
number Pet is a thermal analogy of the Reynolds number. The reason why Prt always tends to 1 as Pet 
becomes sufficiently large would be that at this time the thermal flow turbulence is completely 
convection dominated and the temperature field T responds immediately to any change of the velocity 
field v. 

Figure 10.7.2. a.) The turbulent Prandtl number Prt versus the turbulent Peclet  
number Pet plotted based on Eq. (10.98) for liquid sodium (Pr = 0.007) in  

comparison with experimental data measured by [Bremhost and Krebs, 1992, �],  
[Sheriff and O’Kane, 1980, �] and [Fuchs, 1973, O]. b.) The scaling law of the  

thermal energy spectrum EHtur(k) versus the normalised wave number k/k0 for Pr << 1  
after [Lin, et al., 2000] in comparison with experiments by [Boston and Burling, 1972]. 
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[Batchelor, 1958a, b] was the first to propose scaling laws for the thermal energy spectrum for 
Pr << 1 and Pr >> 1, respectively, leaving a proportional constant CB undetermined. Subsequently, 
many authors have tried to estimate or measure the value of CB under various flow conditions. In theory, 
[Kraichnan, 1971] had the estimate CB = 0.208, and [Gibson and Schwarz, 1963a] had the estimate 
CB = 0.9, while [Yakhot, et al., 1987] obtained CB = 1.16 according to their 3-based renormalisation 
group analysis. [Kerr, 1990] obtained numerically the value CB = 0.6. In experiment, [Gibson and 
Schwarz, 1963b] had CB = 0.35, [Grant, et al., 1968] obtained CB = 0.31, and [Boston and Burling, 
1972] got CB = 0.81. 
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Due to the retaining of the spectral information in the model by [Lin, et al., 2000] the scaling laws 
for the thermal energy spectrum (EHtur) versus the wave-number k can be obtained. Such a thermal 
energy spectrum as a function of the normalised wave-number is depicted in Figure 10.7.2(b). It is 
visible that in the inertial-convective range the thermal energy spectrum follows a power law of -5/3 
and in the inertial-conductive range of a slope of -17/3 is obtained. Especially, the latter is different to 
large Prandtl number fluids, where in the inertial conductive domain a slope of -1 is observed, see 
experiments by [Grant, et al., 1968]. Thus, an essential result of the renormalisation group analysis is 
that the Batchelor constant is not a universal constant, but depends on the shape of the actual thermal 
energy spectrum. 

The usual Smagorinsky model is used for the large-eddy simulation of the Navier-Stokes equation. 
One can construct a parallel model for turbulent transport of the passive scalar, which yields that 
constant CP depends on Prt

-1/2 and on the wave number k. 

In order to model the turbulent thermal transport process at a wall boundary the surface renewal 
concept initially introduced by [Danckwerts, 1951] can also be used. This was recently modified by 
[Tricoli, 1999]. The basic assumption considers the surface to be covered by a mosaic of laminar 
flowing patches of fluid, where transport occurs only by molecular diffusion These fluid patches are 
supposed to be periodically replaced by new ones “surface renewal model” or to form viscous layers 
that periodically grow and collapse “growth-breakdown model”. These are unsteady state 1-D models. 
It has also been proposed that the fluid patches are arranged in a regular repetitive pattern of steady 
state boundary layers developing for a given length. These simple models are able to explain a number 
of qualitative features observed in turbulent transport. The model derived by [Tricoli, 1999] appeal to 
postulated mechanistic pictures of turbulence and the concepts and the quantities involved have no 
fundamental relationship with the correlated turbulent fluctuations, the sole quantities that actually 
determine turbulent transport. He constructed a theory able to predict turbulent heat transport from 
fundamental information, namely the thermal diffusivity and the normal turbulence intensity in the 
fluid bulk. This theory applies to heat transfer in turbulent incompressible flow for Pr << 1. His 
approach is based on the primary ingredients of turbulent transport, i.e. the turbulence fluctuation and 
the molecular momentum or heat diffusivity and does not contain empirical expressions for such 
quantities “eddy diffusivity models” or postulates a physical picture of the transport mechanism at  
the wall surface “surface renewal”. The predictions show an excellent agreement with available 
experimental data and empirical correlations for the turbulent heat transport in liquid metal flows in 
pipes. The most remarkable results of this approach refer to a relationship of the Nusselt numbers in a 
fully developed turbulent circular duct flow with different thermal boundary conditions. This relation 
valid for Pe > 103 reads to: 
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Summary on turbulent Prandtl number derivations from analytic solutions 

The analytic class of solutions for the turbulent Prandtl number may be difficult to handle in the 
context of a numerical treatment of a commercial code package. But it gives important results to the 
near wall behaviour of the heat flux and thus contributes considerably to the treatment of the thermal 
wall functions. Another aspect is that, especially within the renormalisation group analysis, the temporal 
behaviour of the temperature field is still a part of the final result. This allows verifying the validity of 
direct numerical simulations (DNS), which are in principle exact but may use a too coarse grid. Only 
the analytic solutions are able to provide near wall data of the kinetic and thermal energy spectrum, 
because current measurement technologies are still in a stage where they hardly can resolve the viscous 
and thermal boundary layers simultaneously and the analytic solutions are able to provide assessments 
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in complex geometries, which are currently not accessible with a direct numerical simulation. 
Unfortunately, for engineering applications to assess a mean turbulent heat transport form a wall this 
type of analysis is time consuming and requires a lot of effort. 

c) Modelling of the turbulent heat flux by means of transport equations at different levels 

The modelling of the turbulent heat fluxes by means of the transport equations contains in some 
sense also to the semi-empirical methods, because the development of each transport equation generates 
a set of constants a priori not known. These constants can be either experimentally determined or 
calculated by exact solutions (analytic ones or a direct numerical simulation). The modelling of the 
turbulent heat flux transport equations follows the same systematic scheme as shown in the section of 
the turbulent momentum exchange. 

A first proposal to model the turbulent heat fluxes using transport equations was made by [Jischa 
and Rieke, 1979]. The final form of their transport equation for boundary layer type flows reads for 
the heat flux in wall normal direction to: 

� � � � � � 6 7 0
11 2

tionRedistribu

2 ��
�
�

��
�
�

�
�

�
�

�
���

�3�
�

�
�
�

�
�
�

�
�
�

�� ��� ���� ��� ������� ������ ���� ��� ����� ���� ��
Diffusion

’’
’’

nDissipatio

j

’

j

’
’

p

oductionPr

p

’’
’

Convection

’’’’ .....Tv
y

.....
y

Tp

x

T

x

v

Pr

Pr
v

cdx

pd

c

vu

y

T
vTv

y
vTv

x
u  (10.100)

Generally, all types of turbulent transport equations exhibit the same structure consisting of 
convective terms, turbulence production, dissipation, redistribution and finally diffusion. Every of the 
newly modelled transport equations contain correlation or time averaged products not known. The 
challenging task after formulating these flux transports, dissipation or destruction terms is to model the 
unknown correlations or gradients in an appropriate manner. This can be conducted in form of a 

gradient approach like the Boussinesq approach for the shear stress, where yuvu �� /~’’  was set, or 
even an additional transport equation if a simple gradient approach can not match all the transport 
processes taking place in the individual problem. 

In the work by [Jischa and Rieke, 1979 and 1982] the turbulent fluctuations ’v 2  are assumed to 
be proportional to the turbulent kinetic energy k and for the dissipation of the turbulent kinetic energy 
the Prandtl mixing length approach has been used. The latter is problematic with respect to liquid 
metals since the molecular heat conduction is not negligible. Finally, the dissipation of the gradients of 
the velocity and temperature fluctuations were set to be proportional to the turbulent heat fluxes in the 

form � � � � 2L/TvPr/CTvPr/ ’’
D

’’ ����� , where CD is a constant and L2 the square of a 
characteristic length. All these assumptions yield finally to a simplified transport equation, in which 
the turbulent heat flux is a function of the temperature gradient. Although this model is rather crude, 
since the turbulent heat flux model is only taking into account a forced convective transport, it exhibits 
the dependence of the turbulent Prandtl on the distance from the wall and on the Reynolds number. As 
a disadvantage it should be clearly noted that the thermal eddy diffusivity 3H is still linked to the 
momentum diffusivity 3M assuming a similar statistical behaviour of the turbulence and that it is valid 
only for high Peclet numbers in purely forced convective flows. Thus, any kind of mixed or even 
buoyant flow can not be treated. 

In the past decade a considerable effort has been spend on the development of a more detailed 

modelling of the turbulent heat fluxes, the turbulent temperature variance 2’T  and its dissipation or 
destruction 3T. A first order four-equation type model has been developed by [Nagano, et al., 1988, 
1994 and 1995], which was able to represent the physics in more detail, but required of course data for 
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the unknown constants appearing in the new transport equations and information on the statistical 
behaviour of the fluctuations near the boundaries especially the walls. Especially, close to the wall or 
in mixed and even more in buoyant convective flows the turbulence field is strongly anisotropic, 

which does not allow to match the turbulent shear stresses 2’v with the turbulent kinetic energy k, see 
[Durbin, 1993a]. The details of the more advanced shear stress modelling close to the walls may be 
taken from [Durbin, 1993a and b], [Manceau, et al., 2000], [Oi, et al., 2002] or [Speziale and So, 1998]. 

Also the modelling of the turbulent heat flux evolution equations is still problematic and the 
reported results are only slightly better than obtained with lower order closures which based on the 
eddy diffusivity formulation, see [Nagano and Kim, 1988]. Thus in many forced convective problems 

the two-equation approaches accounting for the temperature variance 2’T  and its destruction 3T’2 are 
current state of the art, see [Grötzbach, et al. 2004] and [Karcz and Badur, 2005]. A lot of attention 
must be paid to the destruction rate of temperature variance transport equation and this especially 
close to the wall. Different approaches are generally employed to predict the generation of 3T’2. The 
details on the different approaches may be taken from [Sommer, et al., 1992], [Abe, et al. 1995], 
[Shikazono and Kasagi, 1996], [Deng, et al., 2001] or in a comprehensive study by [Nagano, 2002]. 

Next to wall near flows also any buoyancy influenced flow exhibits a strong anisotropy. In such 
types of flow even a second order description of the turbulent transport of heat should be applied [see 
Grötzbach, et al., 2004], which means the use of independent transport equations for the three 
components of the turbulent heat flux vector. These kinds of turbulence models called “Turbulent 
model for buoyant flow mixing” (TMBF) proposed by [Carteciano, et al., 1997], [Carteciano and 
Grötzbach, 2003] belong to this class of models. 

Summary on modelling of the turbulent heat flux by means of transport equations at different levels 

Any computational fluid dynamic calculation, which is conducted to assess the liquid metal heat 
transfer in turbulent flows must be performed by a skilled user, which is aware of the specific features 
appearing in liquid metal flows. In purely forced convective flows, which may even not appear for 
hydraulic Reynolds number beyond Re > 105 (see [Gardner, 1968] or [Lefhalm, 2004]) a k-3 model 
may exhibit sensible results if the thermal wall function formulation chosen is correct and applies for 
the problem considered. In strongly anisotropic flows liquid metal flows associated with heat transfer 
the k-3 model using a constant turbulent Prandtl number of Prt = 0.9 (Reynolds analogy) yields 
unphysical results. In this context higher order closure approaches are necessary in which the turbulent 
heat fluxes are modelled in such a sense that the transport equations contain the statistical features of 
the thermal field. By performing such an approach unknown triple correlations and constants are 
generated. The spatial distribution of the correlations may be directly evaluated in benchmark 
experiments, which is due to the limited capability of the currently available measurement techniques 
difficult. More often the correlations and constant are determined by the comparison of the modelling 
data with the exact solution obtained by means of direct numerical simulation. 

d) Direct numerical simulation (DNS) 

The direct numerical solution of the time dependent Navier-Stokes equations represents in 
principle an exact solution of the problem. Although the progress in memory storage capacity and 
computing speed increased considerably in the past decade the application of a DNS is still limited to 
rather heat transfer problems in simple geometries. Nevertheless, the progress made in the computer 
technology allows now to perform DNS-calculations which are not only slightly turbulent as the first 
ones by [Kim and Moin 1989], where it was difficult due to the low Reynolds number to detect the 
logarithmic region of the velocity profile. The DNS performed in the recent years where focused to 
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study the effect of the Prandtl number both in case of isotropic turbulence [Kasagi, et al., 1993], in 
near wall flows ([Kawamura, et al., 1998, 1999] or [Piller, et al. 2002]) and in buoyancy governed 
flows [Otic, et al., 2005] (here only a few publications of exemplary nature are cited). An immediate 
result of these computations is the spatial and temporal dependence of the statistical properties of the 
thermal and the momentum field on the different boundary conditions, which is especially 
experimentally not accessible. Thus, the DNS is currently the only available tool to qualify and verify 
the completeness and quality of computer codes based on a transport equation modelling. It reveals 
their modelling deficits and offers the possibility to model more adapted higher order closures. In this 
sense DNS can be conceived as a complementary tool for a more advanced turbulence modelling for 
technical and engineering applications, from which the DNS is still far away. 

10.7.5 Heat transfer correlations for engineering applications 

All the heat transfer correlations referred to in this subsection are valid for the single-phase heat 
transfer of a turbulent liquid metal flow in a specified geometry. They are gained by experiments 
performed since the late forties up to the present. For many of the described and shown heat transfer 
correlations the whole set of boundary conditions were not available, so that a final judgement on the 
quality of the obtained data can not be drawn. Especially, data on the homogeneity of the produced 
wall heat flux, the temperature uncertainty, the inlet-conditions for the flow field and the methodology 
to determine if the flow or the temperature field is fully developed or not. Another aspect in this 
context is the question, how the Nusselt number is determined. In many publications it is unclear if 
this has been performed using a global or a local method. 

The survey of the heat transfer correlations does not cover the uncertainties of the turbulent 
velocity profiles, since for most of the liquid metal experiments conducted in the past, except for a few 
rather specific ones, a full set is not available. 

Taking into account the numerous heat transfer correlations being on the “market” this subsection 
tries to outline, how large the uncertainty margin for the individual correlation is and where the 
deviation to the other arise from. But, before turning into the technical description of the forced 
convective heat transfer processes some critical remarks to the terminology forced convection should 
be mentioned. 

Despite the considerable effort made in the computational fluid dynamics, for engineering 
purposes, heat transfer correlations play still a significant role. It may be to assess, how much heat can 
be transferred in a particular set-up or they may be used in the context of a system analysis. Many 
technical configurations consist of several devices and each of them acts as a heat sink (heat exchanger) 
or a heat source (by viscous dissipation as a valve or a mechanical pump, by direct electric heating like 
an electro-magnetic pump, or the fluid flow around a the reactor thermal source). Current computational 
simulations are by far not capable to represent the whole set three-dimensionally. Hence, the component 
interaction is mainly performed by one-dimensional models taking into account the heat transfer 
correlations and the friction factor in the flow components in order to predict the temporal system 
performance in dependence of normal and abnormal operation cases. 

10.7.5.1 Free convection distortion in liquid metal heat transfer 

Free convection becomes important at low Reynolds numbers in liquid metals and usually 
influences the heat transfer by distorting the according temperature and velocity profiles from the 
expected symmetrical behaviour. This effect is even more emphasised for heavy liquid metals. Free 
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convection distortion have been already observed by [Schrock, 1964] in sodium-potassium (NaK) for 
Reynolds number up to 1.6.104, by [Lefhalm, et al., 2003 and 2004] in lead-bismuth up to Re = 1.1.105 
and [Gardner, 1969] in mercury for Re = 3.105 in horizontal tubes, while in vertical circular tubes 
[Kowalski, 1974] detected free convection distortion up to Reynolds numbers of Re = 9.104. All the 
experimental data exhibit that the velocity profile rapidly distorts as the heat flux is increased. At high 
heat flux a limiting profile shape with the centreline velocity well below the mean velocity u0. As a 
matter of this fact the experimentally determined Nusselt number in even in a “fully developed pipe 
flow” depends on several parameters, such as whether the pipe flow is upwards or downwards, the 
pipe is horizontal or vertical, the direction of the heat flux (cooled or heated) and the value of the 
Rayleigh number. Figure 10.7.3(a) displays the measured Nusselt number variations in dependence of 
the angle of the perimeter for a horizontal turbulent mercury pipe flow having free convection 
distortion. In an order of magnitude estimation performed by [Buhr, 1967] he introduced a parameter, 
say Z, which can be conceived as a ratio of the buoyancy forces versus the inertia forces. This 
parameter is defined as: 
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Herein, Re is the hydraulic Reynolds number, dh the hydraulic diameter, Ra the Rayleigh number, 
Gr the Grashof number, 8 the expansion coefficient, g the gravity constant, � the kinematic viscosity 
and �T the axial temperature difference. He analysed a series of vertical and horizontal heat transfer 
experiments in pipe flow and found that if Z > 2.10–4 free convection affects the forced convective 
measured Nusselt number Nu. Also he is mentioning that the fluid properties especially for larger 
temperature differences should be evaluated at the bulk mean temperature Tm = (Tin + Tout)/2. 

Figure 10.7.3. a.) Measured local Nusselt number at several angles of the perimeter  
in a turbulent mercury in a horizontal pipe with convection distortion effects from  

[Gardner, 1969]. b.) Dependence of the Nusselt number on the Z-parameter, in a vertically 
upward directed turbulent mercury pipe flow exhibiting free convection effects. 
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When the flow is dominated by forced convection, the following qualitative picture of the effects 
of free convection on the forced convection heat transfer is observed. Buoyancy forces enhance the 
turbulent heat transfer to liquid metals for downwards oriented flow while it retards it for upwards 
directed flow. Buoyancy forces influence the convective heat transfer indirectly through their effect on 
shear stress distribution in the liquid metal. In vertically downward flow, the buoyancy forces operate 
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against the mean flow direction and increase the isothermal shear stress near the heated surface.  
In contrast to the upwards flow the shear stress is reduced by the buoyancy. The increase in shear 
stress in the downwards flowing case leads to an increase of the turbulence production and hence will 
enhance the heat transfer. The opposite holds for the upward flow. If the temperature gradients are 
large the buoyancy effects become more and more important and the enhancement of heat transfer 
occurs in both upward and downward flow as observed by [Jackson, 1983]. The effects of buoyancy 
on heat transfer to liquid metals are for the relatively “light“ alkali metals less than for ordinary fluids 
because of the reduced importance of turbulent eddy conduction at low Peclet numbers. For heavy 
liquid metals, however, due to their low viscosity they are of crucial importance. 

This qualitative picture is supported by Figure 10.7.3(b), which exhibits that the Nusslet number 
is a function of the parameter Z – initially decreasing, then growing as Z increases. Z is essentially 
proportional to the applied heat flux. As the buoyancy forces become comparable to the inertia forces 
of the flow the Nusselt number reaches a minimum, begins to increase, and finally appears to reach a 
limiting value. It can be seen that the effects of free convection distortion can affect the measured 
value of the Nusselt number and could, therefore, explain some of the well-known scatter in the 
Nusselt number data for the liquid metal heat transfer. Needless to say, the effects of free convection 
distortion must be considered when dealing with liquid metal heat transfer systems, especially for 
heavy liquid metal systems. 

10.7.5.2 Turbulent heat transfer in circular ducts 

The turbulent heat transfer in circular ducts is one of the most often investigated configuration of 
the liquid metal heat transfer. Similar as in the laminar energy exchange one can distinguish between 
the three cases: 

a) fully developed flow (either hydraulically and thermally); 

b) hydraulically developing; 

c) thermally developing. 

a) Fully developed turbulent flow 

For liquids with Prandtl number around unity both the temperature and the velocity distribution 
can be calculated approximately in terms of a series expansion. But, for liquids with Pr << 1 (as well 
as for Pr >> 1) no closed form formulas for the temperature distribution are available either for the 
condition of a constant wall temperature (Tw = const.) or a constant wall heat flux (qw = const.).  
A ridiculously large number of correlations, both theoretical and empirical have been developed for 
the heat transfer in a smooth circular duct. [Shah and Johnson, 1981] put many of them together in 
tabular form, which is extended by the correlations known to the authors in the context of this 
handbook. The correlations for constant wall temperature (Tw = const.) are displayed in Table 10.7.4 
while for the condition of a constant wall heat flux (qw = const.) they are shown in Table 10.7.5. 

Case: Tw = constant 

Referring to the least error in the scatter of all experimental data the correlation proposed by 
[Notter and Sleicher, 1972] seems to fit best to all data for the case of a constant wall temperature. The 
computational work and dimensional analysis in the late seventies performed by [Leslie, 1977] and 
numerical calculations by [El-Hadidy, et al., 1982] yield that there are no different exponents 
regarding the Reynolds and the Prandtl number. Their main result is that for Tw = const. the Nusselt 
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number is proportional to Nu~Pe0.8, which holds for Pe > 2.102 and pure convective flow. For a long 
time it was difficult to calculate the heat transfer in a circular tube by means of a direct numerical 
simulation, because of the singularity at the ducts centreline. However, a transformation of the 
problem made it accessible for a DNS and [Yu, et al., 2001] showed a universal solution in principle 
valid for all Prandtl numbers. They tried to match their findings with the different wall heat fluxes and 
to derive a unique correlation. The following set of equations is recommended as the best choice for 
Prt > Pr, but is subject to possible significant improvement, because still some simplifications had to 
be applied to the DNS. 
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(10.102)
(a-d)

where r+ is the dimensionless tube co-ordinate (r+ = r�(�w
.�)½), and u+

0 the dimensionless velocity 
normalised by (u+

0 = u0�(�w
.�)½), Pr the molecular and Prt the turbulent Prandtl number, Re the Reynolds 

number and f the (Fanning-) friction factor (f = 2�w/(� u0
2)). According to their estimates on the error 

compared to the [Notter and Sleicher, 1972] correlation is reduced by more than 50%. 

Although some simplifications and assumptions were introduced (for details see e.g. [Churchill, 
2000 or Churchill, et al., 2000]) they found a good representation for all of the computed values of Nu 
without the introduction of any explicit empiricism compared to other DNS calculations. In either 
event, a correlation for turbulent Prandtl number Prt like the subsequent named ones (10.103)(a,b) is 
necessary to obtain numerical values of Nu using a pocket computer. Also empirical expressions  
(from the DNS) such as the two equations (10.102)(c,d) are needed for Nu = Nu(Pr = 0) and 
Nu = Nu(Pr = Prt) for values of r+ intermediate to or above those for which the computations were 
carried out by [Yu, et al., 2001]. 
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(a,b)

The later expression already appeared in the article by [Jischa and Rieke, 1979]. 
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It is interesting to note in this context that the ratio of the wall Nusselt numbers for the constant 
wall temperature and the case of constant wall heat flux found in the DNS studies is nearly exact the 
same as the analytical result derived by [Tricoli, 1999], see Eq. (10.99). That means that the Nusselt 
numbers for a constant wall temperature are in any case lower than for a constant wall heat flux at 
least by this ratio for a fully thermally and hydrodynamically developed turbulent pipe flow. 

Table 10.7.4. Fully developed turbulent flow Nusselt numbers in a smooth circular  
duct for Pr < 0.1 with a constant wall temperature (Tw = const.) from experiments 

Investigator Correlation Remark 
[Gilliland, et al., 1951] 8002033 .Pe..Nu ��  0 # Pr # 0.1 and 104 # Re # 5.106, rather 

speculative description of the boundary 
conditions. 

[Sleicher and Tribus, 1957] 211910015084 .. PrRe..Nu ��  0 # Pr # 0.1 and 104 # Re # 5.106, the 
predictions are within a bandwidth of -33% 
and +19.5% of [Notter & Sleicher, 1972]. 

[Hartnett and Irvine, 1957] 

5.78with 

 0150 80

�

��

slug

.
slug

Nu

Pe.NuNu
 

assuming a slug velocity profile 

0 # Pr # 0.1 and 104 # Re # 5.106, the 
predictions are 40% below the [Notter & 
Sleicher, 1972] correlation 

[Azer and Chao, 1961] 0217700505 .. PrRe.Nu ��  0 # Pr # 0.1 and 104 # Re # 5.105, the 
predictions are within +14.2% and -18.6% of 
the [Notter & Sleicher, 1972] correlation. 

[Notter and Sleicher, 1972] 9308500156084 .. PrRe..Nu ��  0.004 # Pr # 0.1 and 104 # Re # 106, the 
predictions are based on a numerical analysis 
and the minimum error of the cloud of 
experimental data. 

[Chen and Chiou, 1981] 8608500156054 .. PrRe..Nu ��  0 # Pr # 0.1 and 104 # Re # 5.106, the 
predictions are within a bandwidth of +36% 
and -2% of [Notter & Sleicher, 1972]. 

 
Case: qw = constant 

The fully developed Nusselt numbers computed from the [Notter and Sleicher, 1972] correlations 
covers a wide range of the Reynolds numbers and molecular Prandtl numbers with the smallest error 
to all experimental data currently available. [Heng, et al., 1998] conducted a numerical study for the 
constant heated fully developed circular tube case based on the models proposed by [Churchill, 1997a 
and b]. The integrals to be solved are rather complex and can not be used in the context of an 
engineering approach. However, the results obtained by [Heng, et al., 1998] almost coincide with the 
DNS of [Yu, et al., 2001]. The maximum deviation found occurs for small r+, where [Heng, et al., 
1998] underpredict the Nusselt number by 1.8%. Since the experimental data basis for the uniform 
wall heating is considerably larger than for the uniform wall temperature, the empirical correlation 
derived by [Notter and Sleicher, 1972] is recommended to fit best all experimental data available. The 
deviation to the DNS data and other numerical results is for its valid Reynolds number range within 
the range of +5% over-prediction of the mean Nu. 

All preceding heat transfer results pertain to uniform heat flux or uniform wall temperature 
around the tubes perimeter. The technically important problem of circumferentially varying but axially 
constant wall heat flux was solved by [Reynolds, 1963], [Sparrow and Lin, 1963] and [Gartner, et al., 
1974]. To the best knowledge of the author the only available experimental data are available by 
[Black and Sparrow, 1967], unfortunately not for liquid metals. Nevertheless, the analysis by [Gartner, 
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et al., 1974] is performed also low Prandtl number fluids. Assuming a cosine heat flux variation at a 
given cross-section of the duct, the local Nusselt number around the perimeter can be calculated by: 

� � � � � � � � :�
:�

�::���:
cos21

cos1
 yields   

b/GNu/

b
Nucosb1qqw  

(10.104)

where Nu is the value of the uniform wall heat flux, q the mean heat flux, b a specified constant and G 
the circumferential heat flux function calculated by [Gartner,1974]. G is unity for laminar flows for all 
Prandtl numbers. The tabulated values can be taken from Table 10.7.6. 

Table 10.7.5. Fully developed turbulent flow Nusselt numbers in a smooth circular  
duct for Pr < 0.1 with a constant wall heat flux (qw = const.) from experiments 

Investigator Correlation Remark 
[Lyon, 1949, 1951] 
[Subbotin, et al., 1962] 

8.0025.05 PeNu ��  0 # Pr # 0.1 and 104 # Re # 5.106, the 
predictions are within +33% and 
-6.5% of [Notter & Sleicher, 1972]. 

[Lubarski and Kaufman, 1955] 4.0625.0 PeNu �  0 # Pr # 0.1 and 104 # Re # 105, 
significant underprediction of 
[Notter& Sleicher, 1972] by -43%. 

[Sleicher and Tribus, 1957] 21.191.0016.03.6 PrReNu ��  0 # Pr # 0.1 and 104 # Re # 5.106,  
the predictions are within a 
bandwidth of -32% and +26% of 
[Notter & Sleicher, 1972]. 

[Hartnett and Irvine, 1957] 
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assuming a slug velocity profile 

0 # Pr # 0.1 and 104 # Re # 5.106, the 
predictions are 44% below the 
[Notter & Sleicher, 1972] correlation 

[Dwyer, 1963] 
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0 # Pr # 0.1 and 104 # Re # 5.106,  
the predictions are within +31% and 
-6.5% of the [Notter & Sleicher, 
1972] correlation. 

[Skupinski, et al., 1965] 827.00185.082.4 PeNu ��  0 # Pr # 0.1 and 104 # Re # 5.106, the 
predictions are within +22% and -
18% of the [Notter & Sleicher, 1972] 
correlation. 

[Notter and Sleicher, 1972] 93.085.00167.03.6 PrReNu ��  0.004 # Pr # 0.1 and 104 # Re # 106, 
the predictions are based on a 
numerical analysis and the minimum 
error of the cloud of experimental 
data 

[Chen and Chiou, 1981] 86.085.00165.06.5 PrReNu ��  0 # Pr # 0.1 and 104 # Re # 5.106, the 
predictions are within a bandwidth of 
+34% and -7% of [Notter & 
Sleicher, 1972] 

[Lee,1983] 0833.001.3 ReNu �  0.001 # Pr # 0.02 and 
5.103 # Re # 105, where its 
predictions are within +25% and 
-44% of [Notter & Sleicher, 1972].  
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Table 10.7.6. Calculated circumferential heat flux function G for the use in conjunction  
with Eq. (10.104) for a fully developed turbulent pipe flow with varying thermal boundary 
conditions as a function of the Reynolds and Prandtl number from [Gartner, et al., 1974] 

G 
Pr Re = 104 Re = 3.104 Re = 105 Re = 3.105 Re = 106 
0 1 1 1 1 1 

0.001 0.9989 0.9937 0.9561 0.8059 0.4853 
0.003 0.9929 0.9613 0.8005 0.5042 0.2300 
0.01 0.9499 0.7915 0.4567 0.2185 0.0867 
0.03 0.7794 0.4705 0.2055 0.0888 0.0336 

 
b) Hydrodynamically developing turbulent flow 

Several attempts have been made to solve the problem of turbulent flow development in a smooth 
circular duct starting with a uniform velocity profile at the ducts inlet. The closed form analytical 
solution of [Zhi-quing, 1982] is particularly suitable for engineering applications. According to this 
analysis the velocity distributions in the hydrodynamic entrance region is given by: 
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(10.105)

where the hydrodynamic boundary layer thickness �, which varies with the axial co-ordinate x in 
accordance with the relation: 
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(a)

Although new DNS studies calculate the entrance length problem nearly exact for engineering 
purposes the following relation by [Zhi-quing, 1982] matches for a smooth circular duct the hydraulic 
developing length lhy/dh quite well. The accuracy is around ,10%. According to their proposal the 
developing length, defined as the axial distance at which the hydrodynamic boundary layer growing 
from the duct wall reaches the ducts centreline, reads to: 

1/4

h

hy
Re.

d

l
�� 35901  

(10.106)
(b)

c) Thermally developing turbulent flow 

The problem of a hydraulically developed and a thermally developing flow has been analytically, 
numerically and experimentally considered by many authors. 

Case: Tw = constant 

For the case of a constant wall temperature this problem is often referred to as the turbulent 
Graetz problem. The first, who treated this problem considering liquid metals analytically where 
[Sleicher and Tribus, 1956]. [Notter and Sleicher, 1972] provided analytical solutions for numerous 
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Prandtl numbers in the range from 0 < Pr < 104. All solutions presented are of infinite series type like 
in the laminar case. But, in contrast to the laminar flow the individual eigenvalues and constants are 
functions of the Reynolds and the Prandtl number. 

Related to the analytical solutions the thermal entrance length lth can be calculated according to 
the solution of [Notter and Sleicher, 1972]. The deviation to newer numerical calculations performed 
by [Weigand, 1996] is of marginally nature (<2%) except for Reynolds numbers less than 104, where 
axial conduction becomes important. In this context the thermal entrance length is defined as the axial 
distance at which the local Nusselt number Nux reaches 1.05 times the Nusselt number of the fully 
developed flow problem, i.e. Nux = 1.05.Nu. The calculated thermal entrance length as a function of 
the Reynolds number is displayed in Figure 10.7.4.a for various Prandtl numbers according to [Notter 
and Sleicher, 1972]. 

Certain correlations for the Nusselt numbers in the thermal entrance region of a smooth circular 
duct were developed by several authors. However, many of them were applicable to only to a limited 
range of the Reynolds number and the Prandtl number. A comprehensive study relevant for liquid 
metals was only performed by [Chen and Chiou, 1981]. They propose the following correlations for 
the local and the mean Nusselt numbers valid for x/dh and Pe > 5.102: 
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where Nu
�
 is the Nusselt number of the fully developed flow. They recommend in this context the 

Notter-Sleicher-correlation with: 

0.86. PrRe..Nu 8500156054 ��
�

 (10.108)

Case: qw = constant 

A similar approach was performed by [Becker, 1956] and was modified by [Genin, et al., 1978]. 
While the latter supported their analytical studies by several experiments they found that the local 
Nusselt number in the thermally developing flow can be calculated according to: 
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(a)

In a parametric study they show that their correlation is valid for 1.9.102 < Pe < 1.8.103 with an 
accuracy of ,9%. The thermal entrance length corresponding to Nux = 1.05 Nu

�
 was found to be best 

represented by their experimental data with the correlation: 
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(b)

[Lee, 1983] confirmed their studies and, moreover, he studied the effect of axial conduction on 
the solution for constant wall heat flux. Similar to the previous authors he found, that the thermal 
developing length for a constant wall heat flux are larger than those for a constant wall temperature. 
The normalised thermal developing length lth/dh as a function of the Reynolds number for a constant 
wall heat flux is depicted in Figure 10.7.4(b). 
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Figure 10.7.4. Normalised thermal developing length lth/dh as a function of  
the Reynolds number in a hydraulically fully developed flow of a smooth  

circular tube for different Prandtl numbers from [Notter and Sleicher, 1972] 

a) Tw = constant, b) qw = constant 
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d) Simultaneously developing turbulent flow 

The simultaneously turbulent flow in a smooth duct is affected appreciably by the type of duct 
entrance configuration. [Boelter, et al., 1948] and [Mills, 1962] conducted an extensive experimental 
study for various inlet configurations into a smooth circular duct. While the first employed a constant 
wall temperature the latter performed a series for a constant wall heat flux. As a result of all these 
measurements it turned out that the measured local Nusselt numbers are substantially larger than that 
of thermally developing flow (at hydraulically developed flow), underscoring the decisive role played 
by the duct entrance configuration. Especially, the square inlet region for x/dh < 2 exhibits a strange 
Nusselt number distribution with a steep increase and then a rapid drop for x/dh > 2, which is 
apparently caused by the flow contraction followed by the re-expansion in the vicinity of the duct 
inlet. While for liquids with Pr + 0.72 Sparrow and co-workers ([Sparrow, et al., 1980], [Sparrow and 
O’Brien, 1980], [Sparrow and Gurdal, 1981], [Sparrow, et al., 1981], [Sparrow and Chaboki, 1984], 
[Lau, et al., 1981], [Sparrow and Bosmans, 1983], [Wesley and Sparrow, 1976] and [Molki and 
Sparrow, 1983]) performed extensive semi-analytical and experimental studies the data basis and the 
experimental verification for liquid metals is rather sparse. [Chen and Chiou, 1981] presented 
correlations for the simultaneously developing flow of liquid metals in a smooth circular duct with 
uniform velocity profile at the inlet. The correlations for the local Nusselt number Nux valid for 
2 # x/dh # 35, Pe > 5.102 and Pr # 0.03 are given by: 
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where for a constant wall temperature (Tw = const.) the constants A and B read to: 
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(10.111)

while for constant wall heat flux (qw = const.) A and B vanish to zero. 
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10.7.5.3 Turbulent heat transfer in a flat duct 

The flat duct heat transfer problem has been studied quite extensively by many authors in the past 
as this type of duct constitutes the limiting geometry for the family of rectangular and concentric 
annular ducts. In this context a duct is considered to be flat if its height (2a) to width (2b) ratio is 
smaller than 0.1, i.e. a/b # 0.1. 

a) Fully developed flow 

[Kays and Leung, 1963] presented comprehensive turbulent heat transfer results for arbitrarily 
prescribed heat fluxes at the two duct walls. Based on their analysis, the fully developed Nusselt 
number for the constant wall heat flux case can be represented from: 

� � ;:�
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Nu
Nu constqw

 
(10.112)

where ; is the ratio of the prescribed heat fluxes at the two duct walls, i.e. for ; = 0 one wall is heated 
and the other adiabatic, for ; = 1 both are heated with the same heat flux and ; = -1 one is heated and 
the other cooled with the same rate. The Nusselt number Nu and the influence coefficient : entering 
Eq. (10.112) can be taken from Table 10.7.7 for the case of ; = 0. 

Table 10.7.7. Nusselt numbers and influence coefficients for fully  
developed turbulent flow in a smooth flat duct with uniform heat flux  

at one wall and the other adiabatic (� = 0) from [Kays and Leung, 1963] 

Re = 104 Re = 3.104 Re = 105 Re = 3.105 Re = 106 Pr 
Nu �� Nu �� Nu �� Nu �� Nu ��

0.000 5.7 0.428 5.78 0.445 05.80 0.456 05.80 0.460 5.80 0.468 
0.001 5.7 0.428 5.78 0.445 05.80 0.456 05.88 0.460 6.23 0.460 
0.003 5.7 0.428 5.80 0.445 05.90 0.450 06.32 0.450 8.62 0.422 
0.010 5.8 0.428 5.92 0.445 06.70 0.440 09.80 0.407 21.5 0.333 
0.030 6.1 0.428 6.90 0.428 11.00 0.390 23.00 0.330 61.2 0.255 

 
In order to verify whether the Nu predictions can be derived from the circular duct correlations, 

the predictions of the Eq. (10.112) are compared to the Notter-Sleicher-correlation in Table 10.7.5. 
Comparing the calculated data and building the ratio Nuflat duct/Nupipe this ratio varies from +1.57 to 
-1.055 in the Reynolds number range 104 < Re < 106. Similar to the results for the circular duct, it is 
found that the Nusselt numbers in a flat duct for a constant wall temperature are lower than for a 
constant wall heat flux. Certain empirical correlations are developed to calculate the fully developed 
heat transfer in a smooth flat duct for different boundary conditions. For ; = 0 (one wall is heated and 
the other adiabatic) three correlations are available, one presented by [Buleev, 1959], [Dwyer, 1965] 
and [Duchatelle and Vautrey, 1964]. They read to: 
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All these correlations are claimed to be valid for 0 # Pr # 0.004 and 104 # Re # 105. The latter 
expression derived by [Duchatelle and Vautrey, 1965] matches the analytic result obtained by [Kays 
and Leung, 1963] with an accuracy of +24% to -11% best for ; = 0 and is thus recommend for use. 
Many newer DNS calculations (see [Kasagi and Otsubo, 1993] or [Kawamura, 1995]) show that the 
Nusselt number varies only marginally with increasing Peclet number up to Pe ~ 3.102. The only 
experiment matching this finding within an accuracy of ,6% is the Duchatelle and Vautrey experiment. 

[Dwyer, 1965] presented the following empirical correlation for both walls heated (; = 1): 
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(a)

DNS results from [Lyons, et al., 1993] and [Kim and Moin, 1989] considering a similar problem, 
however, show that the Dwyer correlation yields to too optimistic Nusselt numbers (about 20% larger 
than the DNS values). A detailed analysis performed by [Kawamura, et al., 1998] shows that the 
correlation derived by [Sleicher and Rouse, 1975] matches the experimental results for ; = 1 best. 

For the case of a constant wall temperature with ; = 0 (one wall is heated and the other adiabatic) 
only one relevant experiment is available, which was performed by [Seban, 1950]. It yields to the 
following correlation: 
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(b)

A critical review on the quality of this relation can not be given since DNS data for this specific 
case could not be found in literature. But the lower Nusselt number for the case of constant wall 
temperatures compared to constant wall heat flux looks quite sensible. 

b) Thermally developing flow 

The thermally developing turbulent flow in a flat duct with uniform and equal wall temperatures 
has been solved analytically by [Sakakibara and Endo, 1976] and by [Shibani and Özisik, 1977]. The 
solution can be expressed by a series expansion similar like for the laminar flow. 

[Hatton and Quarmby, 1963] studied the problem with one part of the plates being at a constant 
temperature and the opposite being insulated. The type of solution corresponds to the ones mentioned 
above and is of series expansion type. [Hatton, et al., 1964] and [Sakakibara, 1982] presented 
semi-analytical solutions for the case with constant wall heat flux. [Faggiani and Gori, 1980] studied 
analytically the effect of axial fluid conduction on thermally developing flows in a Reynolds number 
range of 7.06.103 # Re # 7.4.104 for Prandtl numbers 0.001 # Pr #0.1. They concluded that the influence 
of axial fluid conduction is to significantly reduce the Nusselt numbers in the thermal entrance region. 
This effect however occurs mainly at weakly turbulent flow (Re # 104) and for small x/dh < 5. 
Unfortunately, in none of the analytical and semi-analytical solutions the order of magnitude for the 
thermal developing length lth is mentioned or a Nusselt number correlation for the thermal entrance 
region is developed in dependence on the Reynolds number and the Prandtl number. Moreover, to the 
knowledge of the authors no experimental verification or a direct numerical simulation calculation 
exists, which could give an estimate on the quality of the derived solutions. 

c) Simultaneously developing flow 

Also the information on the simultaneously developing turbulent flow between parallel plates is 
relatively sparse. Here, however, an experiment conducted by [Duchatelle and Vautrey, 1964], in which 



455 

the local Nusselt numbers have been measured exists. In their set-up one wall was insulated and to the 
opposite one a constant wall heat flux was supplied. Figure 10.7.5 shows that the ratio of the local 
Nussel number Nux to the fully developed flow Nusselt number Nu attains unity at Pe/(x/dh) = 25. 

Figure 10.7.5. Normalised local Nusselt number for simultaneously  
developing turbulent flow in a smooth flat duct for Pr = 0.02 with one  

wall heated and the other insulated from [Duchatelle and Vautrey,1964] 
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Thus the thermal entrance length lth for the simultaneously developing flow can be estimated to 
lth/dh = Pe/25. For the thermally developing but hydrodynamically developed flow these authors 
estimate a significantly smaller thermal entrance length, i.e. lth/dh = Pe/80. 

10.7.5.4 Turbulent heat transfer in a rectangular duct 

It is generally difficult to give engineering correlations for the heat transfer in rectangular ducts, 
since the attainable Nusselt numbers depend not only on the heat flux transferred to the fluid but also 
to the thermal boundary conditions for the wall, the symmetry, the shape of the corners with the 
associated secondary flow, the pre-conditioning of the flow and many other aspects. Thus, the 
correlations presented in this context can only be used as an assessment of the potential heat transfer 
capability in a rectangular duct. The correlations shown are far away to perform a detailed design of a 
heat transfer unit because of a lack of detailed experimental data or verification by a direct numerical 
simulation. The database for both of the latter named classes is rather sparse for liquid metals. For an 
estimate on the heat transfer capability of a specific geometrical set-up a CFD simulation is 
recommended. It can give a more detailed insight in the heat transfer mechanisms than the use of the 
subsequent correlations, even if rather rough models like the simple k-3 model (with all the deficits 
mentioned in Subsection 10.7.4) are used in the simulation.  

A simple correlation is available for estimating fully developed Nusselt numbers in turbulent flow 
of liquid metals in rectangular ducts either for a constant wall heat flux and a constant wall temperature. 
The correlation was derived by [Hartnett and Irvine, 1957] for a uniform velocity distribution (slug 
flow) and a pure molecular conduction heat transfer mechanism. This correlation is given by: 
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In case of thermally developing or simultaneously developing flows no analytical and hardly 
experimental data are available. There are some correlations on the “market”, which look quite 
inconsistent to the results obtained for the circular tube and the subsequently described concentric 
annulus problem. 

10.7.5.5 Turbulent heat transfer in a concentric annulus 

The flow in a concentric annulus like a rod in a circular tube is one of the most studied turbulent 
thermal heat transfer problems. Especially in context with nuclear systems, where typically circular 
fuel rods are placed with a specific arrangement, the concentric annulus is often considered as a 
solution of the single problem. There exist numerous possibilities of thermal boundary conditions for 
this problem and not all of them are covered by a correlation. Below a consistent representation to the 
circular duct flow is tried and we concentrate our focus only to concentric annuli. 

a) Fully developed flow 

[Rensen, 1981] measured the fully developed Nusselt numbers in a concentric annulus, with the 
inner wall subjected to a uniform heat flux and the outer to be thermally insulated. The radius ratio r*, 
which is defined as r* = ri/ro, where ri is the radius of the inner annulus and ro that of the outer one was 
in his experiment r* = 0.5409. From the experiment conducted for sodium (Pr 1 0.005) in a Reynolds 
number regime from 6.103 < Re < 6.104 he obtained a Nusselt number correlation in the form: 

800220755 .Pe..Nu ��  (10.116)

[Hartnett and Irvine, 1957] presented an analytic solution for liquid metals with small Prandtl 
numbers [see Eq. (10.115)], which requires the knowledge of the slug Nusselt numbers for the 
conditions of constant wall heat flux and constant wall temperature. The slug Nusselt numbers Nuslug 
for these two cases are depicted in Figure 10.7.6(a). For the case where one wall is subjected to a 
uniform heat flux and the other is insulated, which is in literature often referred to as the fundamental 
solution of the second kind, the slug Nusselt numbers are shown in Figure 10.7.6(b). 

Figure 10.7.6. Slug flow Nusselt numbers for smooth concentric annular  
ducts with (a) constant wall temperature and constant wall heat flux and (b) inner  

or outer wall heated and the other wall being adiabatic from [Hartnett and Irvine, 1957] 
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The prediction of Eq. (10.115) for r* = 0.5409 in conjunction with Figure 10.7.6(b) for the case of 
the inner wall heated and the outer wall insulated are 32% lower than those of Eq. (10.116). Related to 
this specific experiment Eq. (10.116) is limited to be valid for 28 # Pe # 354. 

[Dwyer, 1966] developed semi-empirical correlations for liquid metal flows with Pr < 0.03 in 
concentric annuli with one wall subjected to a uniform heat flux and the other wall insulated. For the 
case of the outer wall heated the equations read to: 
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An expression for (3M/�)max,core applicable to a circular duct (r* = 0) was developed by [Bhatti and 
Shah, 1987] which is (3M/�)max,core = 0.037 Re f 0.5, with f the Fanning friction factor. The agreement with 
the experimental data from [Petrovichev, 1959] is excellent. The data of [Baker and Sesonske, 1962] 
exhibit about 15% higher Nusselt numbers, however, an analysis of the data immediately exhibits that 
their flow was not fully developed. In the experiment by [Nimmo and Dwyer, 1966] the validity of the 
equations was extended to Pe ~ 3.103. 

For the case of the inner wall heated the [Dwyer, 1966] correlation read to: 
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The equations in Eq. (10.118) demonstrated their validity in the Prandtl number range 
0.005 # Pr # 0.03 for Peclet numbers 3.102 # Pe # 105. The accuracy in this range is about 10-15%. 

The predictions of Eq. (10.117) for r* = 1 are within +20% and -13% of the prediction of 
Eq. (10.113c) derived by [Duchatelle and Vautrey, 1965]. For Peclet numbers below Pe = 1.2.103 the 
uncertainty level falls below 6%. 

b) Thermally developing flow 

[Quarmby and Anand, 1970] provided an eigenvalue solution for the concentric annuli problem 
for different r* and Prandtl numbers covering the Reynolds number range 2.104 # Re # 2.4.105. This 
solution looks quite well for large Prandtl numbers but underestimated the data of [Rensen, 1981] 

A detailed measurement of the thermal entrance length lth/dh was only performed in the 
experimental studies by [Rensen, 1981]. In his set-up with the inner wall heated (qw = const.) and the 
outer adiabatic he found for sodium (Pr = 0.0054) a strong dependence of the thermal entrance length 
on the Reynolds number, which is tabulated in Table 10.7.8. Here, a fully developed flow is 
established if the criterion Nux < 1.05Nu is matched. 



458 

Table 10.7.8. Thermal entrance length lth/dh for thermally developing  
flow in a smooth concentric annulus with r* = 0.5409 for sodium (Pr = 0.0054)  

with the inner wall heated and the outer adiabatic after [Rensen, 1981] 

Re lth/dh 
2.103 (laminar) 80.0 
6.103 (laminar-turb. transition) 02.1 
8.103 02.7 
1.104 03.2 
2.104 06.0 
5.104 13.0 
6.104 13.5 

 
c) Simultaneously developing flow 

There appears to be little information available on simultaneously developing flow in concentric 
annuli. An integral analysis presented by [Roberts and Barrow, 1967] who also conducted an extensive 
experimental series found that the results are not very much different to those obtained for thermally 
developing flows with a hydrodynamically developed velocity profile. 

10.7.5.6 Turbulent heat transfer over rod bundles 

Since the sixties the adequate cooling performance of the fuel elements using liquid metals was a 
major issue for the feasibility of fast breeder reactors. Many experimental investigations were 
performed to study the heat transfer in turbulent flow through rod bundles. They can be classified 
locally into three regions, the United States, the European Union and the former USSR. Without 
complaining completeness, numerous experimental heat transfer correlations have been developed, 
which are valid in a wide range of geometrical, thermal and flow boundary conditions in the following 
papers: [Subbotin, et al., 1961,1964,1967,1970], [Friedland, et al., 1961a, b], [Borishanskii and Firsova, 
1963 and 1964], [Maresca and Dwyer, 1964], [Nimmo and Dwyer, 1965], [Kalish and Dwyer, 1967], 
[Borishanskii, et al., 1967, 1969], [Pashek, 1967], [Hlavac, et al., 1969], [Zhukov, et al. 1969a, b, 
1978, 1982], [Marchese, 1972], [Gräber and Rieger, 1973], [Weinberg, 1975], [Möller and Tschöke, 
1978]. The comprehensive overview by [Weinberg, 1975] on the experimental studies exhibits that the 
correlations obtained are extremely sensitive to depositions of impurities on the surface, the question 
of the wetting especially to heavy liquid metals and the surface roughness. As one of his conclusions 
he mentioned that reliable correlations are only available for very few cases. One of the problems 
associated with the heat transfer over rod bundles is according to [Rehme, 1987] that only in a few 
experiments the temperatures are measured locally at different rods and that the temperature 
differences are often due to the high thermal conductivities of the liquid metals so small that reliable 
Nusselt number correlations are difficult to derive from these data. 

Most of the experiments were performed in triangular or hexagonal arrays or bundles, which arise 
from the design intended to use or used in fast breeder reactors. The pitch (P) to pin (D) ratio, where P 
is the distance between the center of two neighbouring fuel rods and D is its diameter, ranges from 
1.0 # P/D # 1.95 and the Peclet number from 2 # Pe # 4.5.103. In this context rod bundles from 7 to  
37 pins were investigated. Only one experiment is available in square arrays with 9 heated rods in a 
cluster of 25 by [Ushakov, et al., 1963]. The problem of the turbulent Prandtl number for the 
calculation of the Nusselt number has been already discussed in Subsection 10.7.4 in the context of the 
closure methods for the turbulent heat flux. 
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For the liquid metal heat transfer in rod bundles and the case of vanishing Prandtl number 
[Zhukov, et al., 1973] and [Ushakov, et al., 1974] derived a general correlation. This correlation was 
first published by [Subbotin, et al., 1975] and extensions were reported by [Ushakov, et al., 1976, 
1977 and 1979]. This general correlation was checked against numerous results, both experimental 
data and theoretical predictions and can be recommended for rod bundles arranged in a triangular or 
hexagonal arrangement and reads to: 

� � � �6 7

� � � �� � � � � � ��
	



��
�



�3�
���

	



��
�


��

�
	



�
�
���

�
�
�
�

�

�

�
�
�

�

�

�3��
���

�

�

23521

63
1

36
557

and10190560with 

1512411
6

1
1

1
90

673

8602081017

80

1

30
2

1

..D/P

D/P.

D/P

.

D

P
.Nu

D

P
.

D

P
..m

Pe
..D/PD/P

.
NuNu

.
K

.DPDPlam

m

K

lam

 

(10.119)

The laminar Nusselt number Nulam was originally proposed by [Subbotin, 1974]. The thermal 
modelling parameter 3K takes into account the effects of heat conduction in the fuel (�1), the cladding 
(�2) and the fluid (�3) and can be estimated by: 

� �
� � 12

12
0

210

210

3

2 with 
1

1

���
���

�<
<�
<�

�
�

�3
r/r

r/r
K  

(10.120)

where r1 and r2 denotes the distances of the fuel rod rows from the centre of the bundle. The limiting 
case of 3K are 0.01 for peripherally constant heat flux and infinity for peripherally constant 
temperature. Eq. (10.119) is valid in the ranges from 1.0 # P/D # 2.0 and the Peclet number from 
1 # Pe # 4.103 and 0.01 #�3K < -. In Figure 10.7.7 the Nusselt number calculated after Eq. (10.119) is 
shown as a function of the Peclet number for different P/D. 

Figure 10.7.7. Nusselt numbers in fully developed flow in rod bundles arranged in a  
triangular array as a function of the Peclet number Pe and P/D for constant wall heat flux 
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In case P/D grows beyond 1.3 the effect of 3K diminishes and Eq. (10.119) reduces to: 
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It is valid for 1.0 # P/D # 2.0 and from 1 # Pe # 4.103. The thermal hydraulic design is usually 
performed by subchannel codes, which compute fluid and surface temperatures averaged over each 
subchannel. Therefore, it is important to know the peripheral variations of the rod surface temperatures 
superimposed on the average temperature. The dimensionless peripheral variation of the surface 
temperature is correlated by [Subbotin, 1974 and 1975] and [Ushakov, 1979] and reads to Eq. (10.122). 
Eq. (10.122) is valid in the ranges from 1.0 # P/D # 1.15, 1 # Pe # 2.103and 3K > 0.2. �Tmax,lam is the 
maximum temperature variation of the fully developed laminar flow in a bundle. [Rehme, 1987] found 
that the agreement between Eq. (10.122) and most of the experimental data is better than 10%. 
Correlations of the Nusselt numbers for heat transfer to liquid metals for design purposes which are 
only of approximate nature can be taken from [Todreas and Kazimi, 1993], [Kazimi and Carelli, 1976] 
or [Tang, et al., 1978]. In some ranges they are very pessimistic and according to [Rehme, 1987] they 
should not be used for the design. 
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In case of thermally developing flows along rod bundles the Nusselt number values may 
significantly deviate from the circular duct because of the strong geometric non-uniformity of the 
subchannels. If the coolant area per rod is taken to define an equivalent annulus with zero shear at its 
outer boundary, it is found that the Nusselt number predictions are accurate within ,10% for P/D + 1.12, 
see e.g. [Nijsing, 1972]. Especially, the entrance region is problematic since the entrance length is 
sensitive to Re, Pr and the geometry. For a hydraulically fully developed flow only one experiment is 
available by [Subbotin, 1975], where he detected that fully developed thermal conditions in sodium 
could not be reached for lth/dh below 200 (!) for Pe > 102. Their experimental data were obtained for a 
P/D = 1.15. For lower P/D ratios the thermal developing length is even larger, because the heat transfer 
between the subchannels is reduced. This has been confirmed by the measurement of [Möller and 
Tschöke, 1980] obtained in a 19-rod bundle with P/D = 1.31. For a corner subchannel and Pe = 150 a 
thermal entrance length of lth/dh = 70 was measured. The use of fins reduces the thermal entrance 
length considerably, since it leads to a better lateral mixing. In the textbook by [Stasiulevivius and 
Skrinska, 1988] different options for fins on the rods are discussed and optimisation guidelines are given. 
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10.8 Some final remarks 

This report mainly focuses on the forced convective single phase heat transfer of liquid metals in 
smooth ducts. Although the author is aware that in many technical applications this rather idealised 
case will hardly appear. Thus, this chapter requires in the future an extension to the heat transfer 
appearing in mixed and purely buoyancy governed flows. 

A few aspects also need a closer view in context with all kinds of heat transfer in liquid metals.  
In recent years, many papers addressed the question of wetting and the influence of surface roughness, 
which is sometimes taken as an explanation for a mismatch of data. Although many experimenters 
spend a lot of effort to avoid this issue, it obviously leads to severe effects in thermal-hydraulic 
components and as a consequence to lower Nusselt numbers. But, the data basis for a closed discussion 
on these two topics seemed to me too sparse either theoretically and experimentally to dedicate an 
individual chapter to it. The nature of this chapter based only on the experimental results would be 
rather of speculative nature. 

A topic also not considered up to now is the flow and the heat transfer around obstacles, which 
occurs in many reactor and metal refinement processes. Although here a much broader data basis is 
available it is difficult to structure this rather complex context in a short paragraph. But since it is 
important for the experimental investigation of heat transport phenomena it should be integrated in a 
next step of the liquid metal handbook.  

Many advanced reactor concepts make use of the gas lift principle by means of a convection 
enhancement injecting gas into the heavy liquid metal. The resulting two-phase flow is theoretically 
difficult to describe due to the large density differences and currently only limited accessible to the 
modelling. Nevertheless, also here a large variety of experiments exist, which were performed in the 
context of the specific technical configuration used for the individual technical application. Associated 
with the two-phase flow problem is the treatment of free liquid metal surfaces, as they may appear in 
free surface targets of accelerator driven systems or other metallurgical processes. Here, mainly 
turbulent flows appear and currently a lot of effort is spent on the modelling of these free surfaces. The 
next issue of the liquid metal should contain a chapter dedicated only to this problem. 
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